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 Data imputation is necessary to overcome data loss in intelligent 

transportation systems (ITS) due to the many sensors used to monitor traffic 

conditions. Sensor malfunction, hardware limitations, and technical glitches 

can lead to incomplete data, potentially leading to errors in traffic data 

analysis. This analysis investigated spatial-temporal data imputation 

approaches applied for predictive modeling in ITS. Each approach's 

strengths, weaknesses, and applicability in the context of ITS are evaluated. 

We analyzed various imputation approaches involving statistical, machine 

learning, and combined methods. Statistical methods are more 

straightforward but could effectively handle modern traffic's complexity. On 

the other hand, machine learning and combined approaches, such as hybrid 

convolutional neural network (CNN)- long short-term memory (LSTM), 

offer more robust capabilities in capturing non-linear patterns present in 

spatio-temporal data. This research aims to investigate the effectiveness of 

each approach in overcoming data incompleteness and the accuracy of 

predicting future traffic conditions with the widespread adoption of IoT, 

electric vehicles, and autonomous vehicles. The results of this investigation 

provide an understanding of the most suitable approaches to address the 

challenges of spatio-temporal data imputation and provide practical guidance 

for predictive modeling in ITS. 
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1. INTRODUCTION 

Lost data is a common problem in ITS due to the increasing number of vehicles. Improvements to 

the ITS framework are needed as sensor failures and hardware limitations result in incomplete traffic data. 

The future development of autonomous vehicles, poor traffic management in developing countries resulting 

in congestion, and the drive towards smart, green, and sustainable cities make predictive modeling in ITS 

very important. Historically missing data was addressed by historical and statistical methods [1]. However, 

these methods are less effective due to the large data size and unnatural patterns caused by deleted data. 

Therefore, researchers began to investigate better imputation methods for predictive modeling in ITS. From 

previous research, the development of data imputation algorithms used interpolation, extrapolation, or model-

based prediction techniques. By addressing these issues, the quality of traffic data and the system will work 

more efficiently [2]. 

The interpolation method can be used effectively [3]. However, they cannot capture complex spatial 

or temporal relationships in the data, hence the need to combine them with other methods. Proposing an 
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imputation model by combining a self-attention mechanism, automatic encoder, and generative adversarial 

network into a self-attention generative adversarial imputation net (SA-GAIN) [4]. However, the training of 

GAN is notoriously complicated on balance between generator and discriminator, this technique can capture 

spatio-temporal dependencies and correlations in the data, which is very useful in ITS. Meanwhile, [5] 

proposed the spatio-temporal generative adversarial network (STGAN) method with the concept of 

minimizing the reconstruction error from missing data entries and ensuring that the data entries fit the local 

spatio-temporal distribution, but STGAN requires large and high quality data because poor data leads to 

inaccurate output. Hence, it needs attention in training and interpretation. To reconstruct spatio-temporal 

states based on GANs, [6] proposed the traffic state reconstruction GAN (TSR-GAN) model. However, like 

other GAN models, it faces the problem of instability during training, so it needs careful customization. 

Specifically, the traffic lane states are converted into traffic state diagrams (TSDs), whose colors represent 

the values of traffic variables (e.g., speed or density). To reduce instability but with better accuracy, [7] 

proposed spatio-temporal learnable bidirectional attention generative adversarial networks (ST-LBAGAN) 

that use a deep learning framework. Although it has excellent potential, this method risks overfitting, so it 

needs a proper approach. Sometimes, data is lost on a large scale because some roads need sensors. To 

overcome this problem, Wang et al. [8] proposed an integrated deep learning for traffic state reconstruction 

(IDL-TSR) framework, using convolutional neural networks (CNNs) to capture spatial features and long 

short-term memory (LSTM) to capture temporal features to reconstruct traffic state using sensor data from 

limited links. 

Real-time traffic prediction modeling [9] proposed the dynamic temporal adjacent graph 

convolutional network (D-TAGCN), a deep learning model designed to analyze spatio-temporal data with a 

dynamic graph structure. Although D-TAGCN is robust in capturing dynamic spatio-temporal patterns, its 

application requires special attention to model design, data, and parameter tuning. Proposed a spatiotemporal 

generative adversarial imputation net (ST-GAIN) model that relies heavily on the quality of available data, as 

data containing many outliers can lead to poor imputation results [10]. Spatio-temporal attention-gated 

recurrent neural network (ST-AGRNN) is a deep learning model designed to process and analyze spatio-

temporal data, i.e., spatial and temporal dimensions. While these models have the power to handle complex 

spatio-temporal data, their application requires special attention to data, hyperparameters, and model design [11]. 

The GANs family can face the vanishing gradient problem, where the discriminator becomes too good, so the 

generator cannot learn effectively. The choice of method for predictive modeling in ITS depends on the 

characteristics of the data and the specific needs [12]. For spatial-temporal data, hybrid methods such as 

CNN-LSTM are very effective as they combine the strengths of CNN and LSTM to handle spatial-temporal 

data in predictive modeling. Ensemble and deep learning can provide a competitive advantage in predicting 

complex and dynamic conditions in intelligent transportation systems [13]. 

This article is divided into five sections. The first section introduces the study of spatial-temporal 

data imputation for predictive modeling in ITS. The next section presents methods that are often used in data 

imputation. Section 3 discusses each method's strengths, weaknesses, applicability, and effectiveness. Section 

4 presents the results of the investigation and discussion of these methods. Finally, the paper concludes with 

conclusions about the best method for each and future research directions. 

 

 

2. THE COMPREHENSIVE THEORETICAL BASIS 

Studies using historical traffic data incorporating 3D convolutional generative networks and GANs 

to account for missing traffic data are [14]. In contrast to most studies that account for missing data at the 

granularity of road segments and combined time intervals, the imputation approach based on gated 

attentional generative adversarial networks (GaGANs) is highly responsive to dynamic traffic environments 

on signalized road networks. However, it requires high computational resources and longer training times 

[15]. Although many spatiotemporal approaches have been presented to overcome the problem of missing 

spatiotemporal data, Wang et al. [16] stated that there are limitations to capturing spatiotemporal 

dependencies in spatiotemporal graphs, as most imputation methods do not consider the dynamic data hidden 

in graph nodes, so an attention based message passing and dynamic graph convolution network is proposed 

by considering the traffic patterns of neighboring nodes and temporal changes in the data. 

The grid division method [17] is an approach to missing data imputation in traffic passenger flow by 

dividing a geographical area into grids or boxes and analyzing the temporal dynamics in each grid. However, 

too large grids do not capture local variations, while tiny grids are too sensitive to noise. A deep learning 

model designed to handle tasks involving spatiotemporal data, such as missing data imputation or prediction 

in datasets that have both time and space dimensions, is the spatiotemporal feature-enhanced generative 

adversarial network (ST-FVGAN) [18]. However, this model is sensitive to noise in spatial and temporal 

data, which causes less accurate predictions or generates unrealistic synthetic data. Due to complex 

spatiotemporal relationships [11], [19] proposed a traffic data completion model based on a graph 
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convolutional network model to account for missing values from a deep learning perspective. This model 

uses graph convolution to model local spatial dependencies, combining self-attention, graph convolution, and 

residual network mechanisms to cope with complex graph data. Using multi-view passenger flow (MVPF), 

the OD matrix-based prediction method is a two-component method that uses multi-view data to predict 

congestion and optimize transportation routes [20]. Tensor decomposition-based methods are the most 

popular for data imputation, followed by GANs and GNN, which rely on extensive training data sets. Using 

AI and deep learning models for data imputation offers flexibility and the ability to capture complex patterns 

by combining multiple data sources [21]. Research methods related to filling in missing data and comparing 

them on the California performance measurement system (PeMS) need to design research that includes 

important aspects such as representative methods, assumptions, imputation styles, implementation conditions, 

limitations, and the use of public datasets [22]. However, there is a limitation in that the imputation effectiveness is 

only based on the PeMS dataset and may not reflect the complexity of the actual data. 

The iterative generative adversarial networks for imputation (IGANI) method proposed by [23] is a 

variant of GANs designed to perform missing data imputation iteratively. This method utilizes the strength of 

GANs in generating realistic data and combines it with an iterative approach to improve the quality and 

accuracy of missing data imputation. However, the challenge is that this approach becomes very complex and 

requires significant computational resources. Deep convolutional generative adversarial networks (DCGANs) 

are an exciting approach to imputing missing data, especially traffic time series data [24]. Traffic data from 

PeMS is converted into images, and each specific time window (e.g., 24 hours) is converted into an image 

representation, where traffic values at a specific time are represented as pixels in the image [25]. However, 

this training still requires significant computation. Adding a multimodal deep learning model for 

heterogeneous traffic data imputation using two parallel stacked autoencoders is an innovative step and can 

consider spatial and temporal dependencies simultaneously, it assesses whether the model can be generalized 

to other traffic datasets beyond PeMS [26]. Proposed organizing lane-scale traffic data into tensor patterns 

that can simultaneously consider the spatio-temporal dependence of traffic flow with an improved tucker 

decomposition-based imputation (ITDI) method to recover the missing values from traffic data by extending 

the Tucker decomposition model with an adaptive rank calculation algorithm and an improved objective 

function [26]. Proposed an attentive graph neural process (AGNP) method for short-term traffic speed 

prediction and imputation at the network level while considering reliability first, a gaussian process (GP) is 

used to model the observed traffic speed state [27]. 

As a tool to account for missing traffic data [28], designed a novel deep learning architecture called 

dynamic graph convolutional recurrent imputation network (DGCRIN). DGCRIN uses graph generators and 

dynamic graph convolutional gated recurrent units (DGCGRU) to perform detailed modeling of the dynamic 

spatiotemporal dependencies of road networks. An innovative model that combines graph attention networks 

(GATs) and recurrent neural networks (RNNs) to impute missing traffic data by considering spatial and 

temporal dependencies in a bidirectional manner by [29] called bidirectional graph attention recurrent neural 

network (GARNN) which needs development for other datasets. It can be an innovative solution to address 

the missing data problem in traffic data for the imputation of multistate time series data [30]. Proposing 

multistate time series imputation using a generative adversarial network operates by using a generator and 

discriminator. The generator aims to generate an imputation of missing values in the time series data, while 

the discriminator learns to discriminate between those generated by the generator. The interaction of these 

two components results in statistically sound imputations consistent with the underlying pattern of the time 

series. Using a latent factor model-based approach for imputing traffic data with road network information 

efficiently fills data gaps while considering the road network structure [31]. The model incorporates latent 

factors to capture complex patterns in traffic data and road network information to improve imputation accuracy. 

In model fusion, the hybrid CNN-LSTM ensemble method is an approach that combines CNNs and 

LSTMs in an ensemble model. This method is designed to handle spatial-temporal data effectively, making it 

particularly suitable for predictive modeling applications in ITS [32]. Utilizing the strengths of CNN in 

capturing spatial information and LSTM in capturing temporal patterns, it is well suited for complex spatial-

temporal data. Using an ensemble, the model is more resilient to noise and missing data and can produce 

more accurate predictions. 

 

2.1.  Data collection 

We provide an overview of investigations into traffic data collection methods, definitions of missing 

data types, and data preprocessing methods that can be used to improve limited datasets. In Figure 1, spatial-

temporal data collection through datasets includes identifying IoT sensor data sources, historical data, and 

geospatial data [33]. Determining random missing data, missing data within a specific time range, and 

missing data blocks. The second part is the data imputation method used, including the statistical method of 

spatial interpolation by estimating missing values based on a statistical model of the distance between data 
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points, machine learning based on GANs used to generate synthetic data that resembles the original data, and 

the fusion method refers to the fusion of various data sources, techniques, or models to achieve more accurate 

and reliable results. The third part refers to the process of selecting the model that best suits the purpose of 

the analysis and the characteristics of the data. Involving the selection of features, algorithms, evaluation 

methods, and ways of combining models across road network types and types, data loss refers to situations 

where data that should be available is lost, corrupted, or inaccessible. Fuzzy models uncertain spatial-

temporal variables, such as travel time or road conditions. Finally, we review future research challenges 

related to spatial-temporal data limitations, historical data, and data quality in the dataset. Challenges in 

system workload as well as the ability of the system to recover from disruptions with cloud services for 

elastic scalability. 
 

 

 
 

Figure 1. Flowchart of research review steps 

 

 

2.1.1.  Data identification 

Traffic data identification refers to collecting and analyzing information related to the flow of 

vehicles or road users at a specific location. Standard methods for identifying traffic data based on online 

technologies such as GPS location, modeling, and video analysis image processing are discussed, as well as 

the complexity of the data source [34]. Using cameras to record images and identify vehicles is suggested by 

[35] for image processing and video analysis in detecting movements, vehicle types, and traffic patterns. 

Camera sensors are also frequently used in advanced traffic monitoring systems [36]. 

Using Google Maps, Bing Maps, Waze, Navigation Pro, and Tom Tom Trafic platforms [37] and 

[38] provide flexibility in obtaining traffic data using real-time methods. However, the complexity of the 

traffic data requires improved simulation models that can utilize the technology so that real-time traffic data 

can be used as a reference for traffic speed services [39]. Like PeMS public data, the transportation 

department can provide an easily accessible, internet-available source of real-time historical traffic data 

containing various analysis capabilities to support various users [40]. 

 

2.1.2.  Missing data 

Research on data imputation has different classifications for the type of missing data [41] describing 

random, univariate, and multivariate missing data. In other papers, such as [42] and [43], univariate and 

multivariate will be named fiber missing data and block or panel missing data; other papers may also give 

different names to similar types of missing data, such as continuous missing data to represent fiber missing 

data [44]. We illustrate the categorization of missing data in Figure 2. 

Figure 2(a) shows that random missing data can occur due to sudden power disconnection of 

sensors, failed data transmission due to network interference, and random errors in survey data collection and 

GPS devices. Other variants of random missing data are missing at random (MAR) and missing not at 

random (MNAR) but [45], [46] state that MNAR is generally not considered. Therefore, MCAR is the 

standard test case used in most studies, followed by missing layer and block. The missing data layer in Figure 2(b), 

in the context of spatio-temporal data or ITS data, refers to a specific time segment, geographic location, or a 

specific category of data, e.g., vehicle type or weather conditions. The missing data block in Figure 2(c) often 

occurs in the context of time series data or spatio-temporal data, where an entire range of time, geographical 

location, or other variables are successively missing. 

 

2.2.  Data preprocessing 

Data preprocessing identifies and handles missing data, validating the missing values with 

appropriate estimates. Proposed a data denoising and compression method based on wavelet transform and 

data model construction [47]. Said that the process of removing unreasonable outliers should adapt to the 
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general pattern of the data [48]. That is, if the dataset is too large, then preprocessing using data samples to 

make it easier to handle, then checking the quality of the data and ensuring that the data meets the specified 

criteria before use for further analysis. 

 

 

   
(a) (b) (c) 

 

Figure 2. Illustration of missing data where black cells are missing data: (a) random missing data, (b) missing 

data layers, and (c) missing data blocks 

 

 

3. INVESTIGATION METHOD  

Literature reviews on the calculation of missing traffic data often focus on the result of the method 

used, such as [7]-[10], but may require further exploration in a more specific context, such as the road 

network or the type of missing data. There are three categories of imputation methods for missing traffic 

data: statistical, machine learning, and fusion model. Statistical imputation to estimate missing values uses 

statistical mean, median, and regression models. Machine learning methods involve using machine learning 

algorithms to predict and fill in missing values in the data set, and fusion methods are statistical, machine 

learning, and deep learning-based approaches. The hybrid CNN-LSTM ensemble method is a method that 

combines the advantages of CNN and LSTM with information from available data to perform imputation and 

predictive modeling accurately.  

 

3.1.  Statistical methods 

Statistical methods analyze existing data to develop representative models and are independent of 

the amount of data [49]. As the most popular and easy-to-process method, it replaces missing values with the 

mean, median, or mode of all data in the column. Probability principal component analysis (PPCA) is a 

statistical analysis technique used to reduce the dimensionality of complex data sets. This technique is similar 

to the principal component analysis (PCA) method but uses a probabilistic approach to determine the 

principal components of the data. PPCA generally works by finding a probabilistic representation of the data 

generated by a linear combination of multiple principal components. Has favorably reviewed a 

spatiotemporal PPCA-based data imputation method for traffic flow data in urban networks [50]. To 

overcome the shortcomings, a new method was proposed to improve the imputation performance of missing 

traffic data by fully utilizing the available spatial-temporal correlation data; fuzzy means (FCM) was selected 

as the basic algorithm [51]. 

 

3.1.1. Spatial-temporal interpolation 

Spatial-temporal interpolation is a technique used in geospatial data analysis to estimate values at 

unobserved locations and times based on observations of surrounding data [52]. As part of the data 

interpolation technique, the Kriging method fully utilizes the spatiotemporal correlation in traffic data and 

does not assume that the data follows a distribution [53]. The performance of the proposed method is 

compared with two other popular methods, namely historical averaging and KNN. The results show that the 

proposed method has the highest imputation accuracy and is more flexible than other methods. When the 

missing data rate is lower than 1%, the performance of the historical average method is better than the 

proposed imputation method [54]. Although Kriging is a powerful and popular interpolation method, it has 

some drawbacks related to the stationarity assumption, dependence on variogram models, sufficient data, and 

sensitivity to outliers. 

 

3.1.2. Tensor decomposition and factorization method 

This method belongs to multivariate statistics and multidimensional data analysis, which involves 

using tensor structures to fill in missing values in multidimensional data. The technique involves breaking 

down the tensor structure into more structured components to model the complex patterns contained in the 

data [21], [55]. The advantage of data imputation with this method is the ability to handle multidimensional 
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data with complex patterns and interactions between dimensions through a Bayesian approach combined with 

imputation techniques to predict missing values in the data [56]. This approach uses a robust probabilistic 

approach to estimate missing values by considering the uncertainty in the prediction. Basic tensor 

factorization methods have shown significant improvement in the field of missing traffic data imputation, as 

stated by [3], [10], [13], [18], [20], [25], [56]-[58] It can also be seen that most of these models have been 

tested for robustness in accounting for missing traffic data at levels ranging from 1% to 90% while still 

having a high level of accuracy [57], [59]. 

This method's advantages lie in its simplicity and applicability, ease of interpretation, computational 

efficiency, and suitability for structured data. Its weaknesses are that it is limited to linear data, less flexible, 

and less adaptive. Since it works well on linear data patterns, it is more effective when working with 

structured data. 

 

3.2.  Machine learning 

Machine learning algorithms are designed to learn from existing data, identify patterns, and adapt to 

environmental changes or new data [60]. Models are trained using datasets containing predefined input and 

output pairs in supervised learning. In contrast, the model is given data with no labels or categories in 

unsupervised learning. The goal is to discover natural patterns in the data, such as clusters or hidden 

structures. Neural networks are the model most synonymous with machine learning, although not completely 

[61], it is a powerful tool for data imputation, including spatial-temporal data imputation. In this context, 

neural networks can predict missing values based on patterns in the available data. Some approaches to using 

neural networks in data imputation are GANs. 

GANs are a type of neural network architecture that consists of two neural network models: 

generators and discriminators. The generator is responsible for creating new data, for example, images, 

sounds, or texts, similar to the training data. At first, the generator generates random data. During training, 

the generator learns to generate data that is increasingly similar to the training data through feedback from 

the discriminator [62]. The discriminator is responsible for distinguishing between the data generated by the 

generator and the original training data. The discriminator is trained to distinguish between "real" data (from 

the training dataset) and "fake" data (generated by the generator). The discriminator updates the parameters 

based on the error in classifying the fake or original data [22], [24]. The GAN training process involves 

iterations where the generator and discriminator play against each other. 

A neural network graph is a visual representation of the architecture and structure of a neural 

network used in machine learning. It shows how neurons are organized in layers and connected through 

weighted connections. Recently, [63] has conducted a comprehensive survey on GNNs and classified various 

GNN models into four categories-recurrent GNNs, convolutional GNNs, graph auto-encoders, and  

spatio-temporal GNNs. Among them, it has been found that convolutional GNN has recently become a more 

popular choice in traffic research, as shown by [5], [15], [36]. Graph convolutional networks (GCNs) are 

neural network architectures designed to perform learning on data structured as graphs or networks. They 

extend the convolution concept of conventional neural networks to the graph domain, enabling the use of 

topological information in data representation. Convolutional GNNs, or GCNs, utilize convolutional neural 

networks to embed graph information into tensors, resulting in a uniform framework from irregular data sets 

[64]. GNNs can learn complex representations of spatio-temporal structures in graphs and extract patterns, 

relationships, and dependencies between graph entities [65]. 

Machine learning methods can handle complex data such as spatial-temporal, adaptive to extensive 

data, and more accurate prediction results. Machine learning models such as neural networks or random 

forests can capture complex data patterns and work with various data types, including those with missing 

values. Although they have drawbacks, such as large data requirements and the risk of overfitting, 

approaches such as regularization and careful feature selection can help overcome them. In ITS, this method 

works well when the data is dynamic and thus can predict traffic, detect anomalies, signal optimization, and 

travel time estimation with precision.  

 

3.3.  Fusion model 

Model fusion for data imputation refers to using different techniques and models to fill in missing 

values in a data set. This approach exploits the strengths of each model to improve the quality of imputation 

and reduce the weaknesses of a single imputation method. The ensemble approach combines predictions 

from several different imputation models [66]. For example, bagging, boosting, or stacking techniques can 

integrate the results from multiple imputation models and produce more accurate predictions. Combination 

models combine imputation results from linear and non-linear models (e.g., random forest or neural network) 

to obtain better results. The fusion method with hybrid CNN-LSTM ensemble in the context of imputation of 

spatio-temporal data involves combining two types of models to utilize the strengths of each [67]. Fusion 

with multiple imputation methods is an approach that involves using several different imputation methods, 
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such as KNN, regression, and interpolation, and then combining the imputation results from the various 

methods to produce more stable predictions [68]. 

It utilizes the advantages of both statistical and machine learning methods to improve predictive 

accuracy and has the flexibility and adaptiveness to overcome overfitting. Although it has the disadvantage of 

high complexity and requires extensive computational resources, it works well on complex and 

heterogeneous data processing, making it a flexible solution for dynamic data patterns. Effectiveness for 

heterogeneous and balanced data on various data variation models, this fusion method is the most effective. 

 

3.4.  Overview of research methods 

To provide more specific information, the following is a detailed description of the primary 

methods, example reference papers, road network types, data acquisition methods, and types of missing data 

tested in the context of spatial-temporal data imputation research in intelligent transportation in Table 1. 

From Table 1, most of the literature reviewed was conducted on urban networks. This is because 

urban networks are the most fluctuating and busiest and thus require the support of intelligent transportation 

systems. However, if we look deeper into the data sets used, it can be seen that most of them are the same. 

Most studies considering traffic flow shown in Table 1 use taxi GPS data, which may not have accurate 

traffic speeds. Traffic volume shows fewer missing data imputation studies, likely due to data availability and 

the inaccurate nature of traffic volume. However, traffic volume also provides a good picture of traffic 

conditions, travel time, and congestion levels; these are parameters to consider. Imputation methods should 

consider both spatial and temporal aspects to produce accurate estimates, as transportation data are often derived 

from sensors and direct observations to overcome uncertainties and disturbances that may occur in observational 

data. Table 2 lists the characteristic advantages and gaps of the popular methods mentioned in Table 1. 

 

 

Table 1. Summary of literature studies on variable data imputation 
Methods Article Road 

network 
Data 
loss 

Fuzzy 
method 

Data 
limitations 

Data 
source 

Statistics 

Spatial-Temporal 

Interpolation 

[49], [50]-[54] 

 

[52]-[54] 

2 

 

2 

3 

 

1 

0 

 

0 

0 

 

0 

0 

 

0 

Tensor 

Decomposition 

[3], [10] [13], [18], [20], [21], [20], 

[25], [55], [56]-[59] 

9 5 0 0 0 

Machine Learning [5], [15], [23], [24], [36], [61]-[65], 
[60] 

1 9 0 1 0 

Fusion Model [28], [32], [66], [67], [68] 2 3 0 0 0 

 

 

Table 2. Characteristics of popular methods 
Methods State of the art Research gaps 

Statistics − Ability to handle time and space variability 

supported by accuracy in estimating missing 
values and flexibility in models and 

approaches. 

− Handling extensive data and accommodating 

uncertainty in estimation are limitations, as 
spatial-temporal data tends to be full of 

uncertainty. 

Tensor 
decomposition 

− It handles complex and multidimensional 

data well and has hidden pattern recognition. 

− It accommodates uncertainty in data and 

estimation and is more computationally 

efficient than other computationally intensive 
approaches. 

− Limitations in handling noise and uncertainty in 

the data. 

− It requires large resources for implementation in 

real-time or big data environments. 

− Requires a deep understanding of the concepts 

and algorithms involved 

Machine learning − Able to handle large volumes of data well. 

− Able to handle data with high dimensionality 

and complex structures, such as spatial-
temporal data, with sound capabilities. 

− Enables data-driven model training that can 

improve imputation performance. 

− The performance of machine learning models is 

highly dependent on the data quality used for 

training. 

− Machine learning models could be more effective 

when dealing with imbalanced data. 

− Overfitting can lead to inaccurate or unreliable 

imputation results. 

Fusion models − We are utilizing each model's advantages and 

managing each model's shortcomings.  

− It has improved performance and flexibility 

in resource utilization. 

− Resilient to changes in data and environment 

and increased robustness for reduced 
overfitting. 

− Requires more excellent computing resources. 

− This complexity can complicate the interpretation 

of results and increase the computational and 
management costs of the model. 

− Requires more complex customization and 

maintenance than single models. 
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4. RESULTS AND DISCUSSION  

This paper investigates the impact of spatial-temporal data loss on ITS. Although previous papers 

have explored model imputation and predictive modeling, they did not examine the common mechanisms 

used among the various models reviewed and focused more on the overall quality of each model.  

Spatio-temporal attention networks (STAN) incorporate attention mechanisms to capture the complex 

relationships between spatial and temporal data [69]. In addition, a spatial-temporal fusion layer combines 

spatial and temporal feature representations and an encoder-decoder architecture that produces the desired 

output. STAN can take into account the interactions between sensor locations and time, resulting in feature 

representations for more accurate predictions [70]. The discussion offers a hybrid CNN-LSTM ensemble 

method that combines the strengths of CNN and LSTM to model the complexity of spatial-temporal data. 

Initialization parameters on the number of CNN layers, LSTM units, ensemble size, and method are 

determined appropriately, and then data preprocessing is performed to handle missing values during training. 

The CNN captures the spatial patterns, while the LSTM handles the temporal dependencies. Then, the CNN-

LSTM model is combined, the final model is used to impute the missing values, and the performance is 

evaluated using standard metrics. We find that the prediction accuracy is correlated with the complexity of 

the model and the number of spatio-temporal features used. The method proposed in this paper has a much 

higher proportion of accuracy under dynamic traffic conditions than traditional regression-based or 

interpolation-based imputation methods. 

 

4.1.  Handling lost data 

Fusion models utilize the advantages of each technique to overcome the limitations of individual 

methods [71]. CNNs capture spatial patterns in data, such as images or maps, with a two-dimensional 

structure. To generate a feature map, CNNs use convolution and pooling operations to hierarchically extract 

spatial features by applying filters or small kernels to the input data (e.g., images or maps). Here is the 

equation of the convolution operation. 

 

𝑋𝑖,𝑗 = ∑  𝑀
𝑚=1 ∑  𝑁

𝑛=1 𝐼𝑖+𝑚−1,𝑗+𝑛−1. 𝑊𝑚,𝑛 + 𝑏 (1) 

 

𝑋𝑖,𝑗: output feature map; 𝐼: input data; 𝑊:filter; 𝑏:bias; 𝑀 and 𝑁 are the filter sizes. This operation allows 

CNNs to recognize basic features such as edges, corners, or textures across the input data, which are then 

combined in the next layer to form a more complex representation. 

Multiple CNN-LSTM models are trained independently with different parameter variations or data 

subsets, and all models' predictions are combined. For example, predictions are combined by taking the 

average of all predictions (bagging) or weighting the predictions based on model performance (boosting). For 

each missing value, the predictions from all CNN-LSTM models in the ensemble are combined to produce 

the final estimate, and the missing value is replaced with the predicted result from the ensemble. 

 

4.2.  Feature extraction 

Spatial feature extraction CNNs perform spatial data processing, such as images or maps, where 

CNNs automatically learn to detect essential patterns in the data. Spatial data such as images, maps, or road 

network grids are represented as two-dimensional or three-dimensional matrices, such as channels for RGB 

images. Each element in this matrix represents certain information, such as pixel intensity in the image or a 

specific value in the grid. LSTM temporal feature extraction is used to capture patterns in sequential data, 

such as time sequences, which are essential in many applications, such as time series prediction, weather 

analysis, and intelligent transportation systems. The input of LSTM is usually a sequence of data with 

specific dimensions as in (2): 

 

𝑋 = {𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑇} (2) 

 

Where 𝑇 is the length of the time sequence. 

The LSTM mechanism at the forget gate regulates how much information from the previous time step 

ℎ𝑡−1 will be forgotten by the memory cell 𝐶𝑡. 

 

𝑓𝑡 = 𝜎(𝑊𝑓 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓) (3) 

 

The input gate contains how much new information 𝐶 t will be added to the memory cell.  

 

𝑖𝑡 = 𝜎(𝑊𝑖 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖)  

𝐶𝑡 = 𝑡𝑎𝑛ℎ (𝑊𝐶 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝐶) (4) 
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To update the cell state, the memory cell is updated by combining the old information filtered by the forget 

gate and the new information selected by the input gate. 

 

𝐶𝑡 = 𝑓𝑡 . 𝐶𝑡−1 + 𝑖𝑡. 𝐶𝑡 (5) 

 

The output gate determines the current output based on the updated memory cell information. 

 

𝑜𝑡 = 𝜎(𝑊𝑜. [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜  

 

ℎ𝑡 = 𝑜𝑡 . tanh (𝐶𝑡) (6) 

 

Where 𝑥𝑡 is the input at time 𝑡; ℎ𝑡−1 is the hidden state from the previous time; 𝐶𝑡 is the cell state at time 𝑡; 

𝑊𝑓, 𝑊𝑖, 𝑊𝐶, 𝑊𝑜 are the learned weights; 𝑏𝑓, 𝑏𝑖, 𝑏𝐶 , 𝑏𝑜  is the bias; 𝜎 is the sigmoid function, and tanh is the 

activity function tanh. 

 

4.3.  Fuzzy method 

Fuzzy theory allows modeling uncertainty with fuzzy rules that can flexibly represent knowledge, 

such as general traffic patterns, road user habits, or vehicle movement patterns [72]. For incomplete data due 

to damaged sensors, outages, or system failures, fuzzy methods can provide a more accurate approach than 

deterministic ones [73] uses geographic information for spatial data through movement patterns, traffic 

distribution, and temporal data to capture trends and time patterns affecting traffic conditions. The fuzzy-

spatial-temporal model is used to develop a hybrid model that combines fuzzy theory with spatial-temporal 

analysis methods for data imputation. The model can dynamically adjust to traffic conditions and other 

external factors [74]. Despite its minimal usefulness, the author argues that this method is worth mentioning 

because traffic data tends to be imprecise due to many external variables, and fuzzy theory can improve the 

performance of other models in a hybrid setting, as shown by the above research. 

 

4.4.  Challenge 

In Figure 1, road and environmental conditions related to data availability and infrastructure are the 

main objects of data availability in modern transportation. The existing transportation infrastructure may be 

inadequate to handle the growing volume of vehicles, leading to congestion and accidents, which are still 

significant problems in modern transportation systems. 

 

4.4.1. Data limitations 

Datasets collected from ITS systems are only sometimes complete due to sensor limitations, signal 

interference, or technical errors that affect data quality [75]. Data that is not real-time has implications for 

delays in data processing and collection, resulting in slow response to rapidly changing traffic conditions. 

The Hybrid CNN-LSTM Ensemble method is an approach that combines CNN and LSTM to handle spatial-

temporal data effectively. When there is limited data available, this method can maximize information 

utilization by leveraging the strengths of each model. CNNs in this method can utilize transfer learning by 

using pre-trained models trained on similar large datasets to strengthen spatial features. At the same time, 

LSTMs can utilize transfer learning if pre-trained models are available for the relevant temporal data type. 

Ensemble learning combines multiple independently trained CNN-LSTM models with different 

initializations or different subsets of data. This approach improves the model's reliability and accuracy by 

reducing bias and variance, especially under data limitations. 

 

4.4.2. Data source 

ITS relies on various data sources to optimize transportation systems, and the sensors used can vary 

in type and scope [76]. Some sensors only measure traffic data on roads, while others include data from 

public transportation or other modes of transportation. Data quality limitations, such as irregularities and 

noise, can complicate the imputation process and make the imputation results less accurate [77], [78]. Urban 

areas may have denser sensor networks compared to rural areas. This may lead to an imbalance in the 

availability of spatial-temporal data. Data obtained from sensors may have privacy and ownership restrictions 

that affect its accessibility and use for imputation purposes [79]. The limitations of the format and structure 

of data obtained from various sensors can be different formats and structures [80]. Large volumes of  

spatio-temporal data require large storage and processing capacities, and these limitations can hinder the 

ability to store and process data efficiently [81]. According to [82], [83], data security limitations and 

transportation data are sensitive to privacy security, so they must be protected from unauthorized access. The 
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hybrid CNN-LSTM ensemble method can be adapted to handle different data in form, type, and source. This 

approach involves the combination of CNN and LSTM in an ensemble framework to maximize model 

performance when working with different types of data, such as spatial, temporal, or a combination of both. 

In this hybrid architecture, CNN extracts spatial features from different data. After spatial feature extraction, 

LSTM is used to extract temporal features from the data that CNN has processed. LSTM captures the 

relationship between time and emerging spatial patterns. Ensemble learning combines predictions from 

different CNN-LSTM models that may be trained independently on different data types. Techniques such as 

voting, averaging, or stacking can be applied to produce more accurate final predictions. 

 

4.4.3.  Scalability and resilience 

Scalability refers to the system's ability to handle increasing volumes of data without experiencing 

performance degradation, given the growth in the number of users, data traffic, and service requests [84]. To 

achieve scalability, the ITS system architecture should be designed considering distributed architecture, cloud 

computing technology, and sufficient network capacity [85]. Early detection technologies and management 

systems are important to help respond quickly to disruptions or incidents in the transportation system [86]. 

Integrating new technologies, such as IoT, big data analytics, and AI, can help improve the scalability and 

resilience of ITS systems by enabling real-time monitoring, predictive analytics, and more efficient 

centralized management [87], [88]. Hybrid CNN-LSTM can be implemented using parallel processing. CNN 

and LSTM can run independently on different data before combining their outputs in the ensemble stage. 

This method can efficiently process large volumes of data by utilizing parallel computing, thus improving 

scalability. In this scenario, extensive data can be divided into several parts and processed and distributed 

across multiple nodes, significantly improving the model's ability to handle large-scale data. 

Robustness is improved through ensemble learning, where multiple CNN-LSTM models are trained 

independently, and the results are combined. By combining predictions from multiple models, ensemble 

learning reduces the risk of model failure caused by data outliers or noise. Techniques such as iterative 

imputation to fill in missing data or spatial/temporal filters to remove noise can be applied, ensuring that the 

model remains accurate despite problems with the data. Using incremental learning or fine-tuning approaches 

to adjust the model based on the latest data ensures that predictions remain accurate despite changing 

environmental conditions. Table 3 shows the results of the discussion of the various methods used. 

 

 

Table 3. Results of discussion on method characteristics 
Methods Strength Weakness Application Effectiveness 

Statistics − Simple and easy to 

implement, efficient on 

computing resources, 

interpretability, and 

structured data. 

− Limited to linear 

relationships, less 
flexible, less adaptive. 

− Works well when the data 

pattern is simple and linear 
while predicting in the 

short-term. 

− Effective only on simple 

variables and structured 
linear data.  

Machine 
learning 

− Able to handle complex 

and dynamic data, more 

adaptive to changes in 
data patterns, effective 

with large-scale data, 

and more accurate 
prediction results. 

− It requires extensive and 

high-quality data, is 

challenging to interpret, 
requires high 

computational 

resources, and is prone 
to overfitting.  

− Works well on dynamic, 

large, and complex data and 

for long-term predictions. 

− Prediction accuracy in ITS 

is stronger 

− Effectively handles 

complex and dynamic 

data. 

− Suitable for problems 

that require accurate 
predictions in dynamic 

and non-linear data 

Fusion 

models 
− Utilize statistical and 

machine learning 

methods, improve 
accuracy, be flexible 

and adaptive, and avoid 

overfitting. 

− High complexity, 

requires large 

computing resources, 
and difficulty in tuning. 

− Works well on complex and 

heterogeneous data. 

− Prediction accuracy and 

model robustness across 

different types of dynamic 

data. 

− Most effective for 

heterogeneous data. 

− It has a balance on 

various data models and 

is highly accurate in 

prediction. 

 

  

Our study shows that higher model complexity is not associated with poor performance. When 

applied to large traffic datasets, the proposed method can benefit from increased features and spatiotemporal 

variables without adversely affecting computational efficiency or prediction accuracy. This study explores a 

comprehensive spatio-temporal data imputation approach using various methods, including machine learning 

and combined techniques. However, further in-depth studies may be needed to confirm this method's 

robustness and generalizability, especially regarding the influence of traffic environment variations and lower 

sensor data quality on prediction performance. 

Our research shows that CNN-LSTM-based imputation methods are more robust than traditional 

interpolation methods in the face of dynamic spatiotemporal data incompleteness. Future research can 
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explore feasible ways to incorporate other machine learning techniques, such as GANs or attention-based 

models, to produce more accurate and efficient traffic predictions in complex future traffic scenarios. 

 

 

5. CONCLUSIONS 

Recent observations suggest that changes influence the phenomenon in ITS in spatial-temporal 

dynamics and fluctuating traffic conditions. Our findings provide conclusive evidence that the phenomenon 

is related to changes in vehicle movement patterns, irregular traffic density, and travel time distribution rather 

than due to an increase in the number of vehicles alone. Of the various methods investigated, if the priority is 

simple data and easy to implement, statistical methods are suitable; when having extensive data and complex 

non-linear relationships, machine learning methods will be more effective. If the main goal is prediction 

accuracy and the ability to handle heterogeneous data flexibly, then model fusion is the best choice. Fusion 

methods with hybrid approaches, such as CNN-LSTM ensemble, provide alternative solutions in ITS spatial-

temporal data imputation and prediction accuracy. CNN handles spatial features well, while LSTM handles 

temporal dependencies, allowing the model to utilize both types of information synergistically. Fusion 

models often yield the best ITS performance because they integrate multiple information sources and data 

types. Future research should focus on developing transportation solutions that are adaptive to changes in 

technology and data, as well as the challenges of real-time data, privacy, autonomous vehicles, and climate change.  
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