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 Wireless sensor networks (WSNs) are crucial in various applications such as 
environmental surveillance, military operations, transportation monitoring, 

and healthcare. However, due to a finite set of sensor nodes' resources 

concerning energy, memory, disk, and CPU processing, nodes in WSNs 

often face hotspot issues. The sensor nodes that are located near the base 
station, are responsible for relaying data not only from themselves but also 

from neighboring nodes. This leads to hotspot issues, where nodes near the 

base station experience higher traffic loads and faster energy depletion. This 

paper mainly focuses on mitigating hotspot issues in heterogeneous WSNs 
using unequal clustering, load balancing, and an advanced ant colony 

algorithm. This approach involves devising strategies for selecting cluster 

heads, determining clusters optimal number and formation, and optimizing 

data transmission processes. Central to the methodology is utilizing load 
balancing mechanisms and an advanced ant colony algorithm to distribute 

the workload among sensor nodes more evenly and find the optimum routing 

path. The proposed algorithm shows promise in alleviating traffic congestion 

and energy depletion and provides an innovative approach to enhance 
network performance and prolong the lifespan of sensor nodes. 
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1. INTRODUCTION  

Wireless sensor networks (WSNs) are a major component of the telecommunications sector [1]. 

WSNs consist of at least one base station (BS) and numerous sensor nodes, which are typically constrained in 

terms of energy, processing capabilities, and storage capacity [2], [3]. To ensure efficient data transmission, 

mechanisms that manage the energy consumption of these nodes and enhance the overall network lifetime 

are essential [4]. Sensor nodes collect and process environmental data, transmitting it to the BS through 

neighboring nodes. Given their limited resources, implementing efficient data aggregation and energy-saving 

routing protocols is crucial [5]. To address these challenges, various routing protocols have been developed 

to optimize energy consumption among sensor nodes [6], [7]. 

Clustering within WSNs is an effective strategy for enhancing scalability and extending network 

lifespan. This method involves grouping sensor nodes and selecting a cluster head (CH). The CH aggregates 

https://creativecommons.org/licenses/by-sa/4.0/
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data from its cluster nodes and relays it to a node closer to the BS. However, nodes nearest to the BS often 

face excessive energy consumption due to uneven traffic loads, leading to premature failure and network 

disruption. This creates a hole in the network leading to the hotspot problem. 

The applications of WSNs have become increasingly widespread, including areas such as target 

tracking [8], [9], environmental monitoring, security, disaster response, and health monitoring [10], [11]. As 

such, there is a significant demand to resolve the hotspot issue caused by clustering in WSNs. One approach 

to mitigate this issue is a hybrid method that incorporates a load-balancing mechanism with an advanced ant 

colony optimization algorithm. This advanced ant colony optimization is a nature-inspired paradigm where 

most stochastic algorithms yield different possible solutions at each iteration, thereby increasing the chances 

of exploring the entire search space [12]. To enhance the initial feasible solution, various mechanisms such as 

movement, mutation, exchange, and cooperative perception are employed. This iterative improvement 

process continues until the best possible solution is identified [13]. The approach adopts a metaheuristic 

method utilizing a fitness function [14], with the stochastic algorithm aiming to find either the global 

minimum or maximum of this function, delivering high-quality solutions within a reasonable timeframe [15]. 

This paper is organized as follows. Section 2, outlines the methodology for clustering in WSNs and 

the algorithm is proposed for load balancing with advanced ant colony optimization. Section 3 discusses the 

results. Section 4 draws the concluding remarks and future work. 
 

 

2. METHOD 

This section explains the clustering in WSNs. Then provides detailed information about the 

proposed algorithm. 

 

2.1.  Clustering in WSNs 

Clustering is a widely used technique in WSN topology management, where nodes are organized 

into groups called clusters based on factors like energy levels and location [16]. Each cluster has a CH, 

selected either through distributed methods, where nodes share status and the one with the highest energy is 

chosen, or centralized methods, where a BS selects CHs based on a global view, though this requires more 

communication. WSNs may form nested clusters within a supercluster, enabling multi-hop communication 

where data is relayed through smaller CHs to a super CH and then to the BS. Clustering helps organize 

sensor nodes hierarchically, optimizing energy use and reducing the need for frequent reconfiguration, which 

occurs mainly at the CH level. This technique enhances resource utilization, minimizes redundant 

transmissions, improves scalability, and extends network lifespan by uniformly distributing energy. The 

figure of clustering in WSN is represented in Figure 1. 

 

 

 
 

Figure 1. Clustering in wireless sensor networks (WSNs) 

 

 

2.2.  Proposed algorithm 

This research introduces a novel load-balancing algorithm with advanced ant colony optimization 

(LACO). The algorithm is thoroughly detailed in Algorithm 1. LACO consists of two key strategies: the 

load-balancing mechanism and the advanced ACO operator. In the dynamic environment of WSNs load 

balancing is the general problem that affects network performance [17]. The LACO mechanism manages 

workload by using heuristic and fitness functions to ensure efficient scheduling and minimize processing 
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time. LACO mimics ant behavior to effectively balance the load and uses advanced ant colony optimization 

strategies to reduce both processing time and energy during scheduling. 

 

2.2.1. Load balancing with advanced ant colony optimization 

Effective load balancing and advanced ant colony algorithm relies on a solid initialization process, 

which sets the stage for optimal resource allocation. This involves configuring key parameters such as 

pheromone levels, evaporation rate and maximum number of iteration, defining system resources which 

includes CPU, disk and memory resources, and identifying tasks to be scheduled. These parameters directly 

influence the performance and convergence of the optimization process. The steps involved in balancing the 

load are experimentally shown in Algorithm 1. 

 

Algorithm 1. Pseudocode of load balancing with advanced ant colony optimization 
Step 1. Initialization of the parameters; 

Step 2. Initialization of system resource set R and a definite set of tasks J 

Step 3. Load balancing tasks; 

Step 4. While the task is left to be done do 

Nearest Neighbour Operator: For each task, find the nearest available resource (like 

finding the closest worker to do the job); 

Optimal path storage: keep track of the current best path found for scheduling 

tasks; 

Updating routing table: Information about the best paths found is updated in the 

routing table; 

Ant Sorting, Ants (representing potential task schedulers) are sorted based on the 

updated routing table to guide their search; 

Construction of path: Ants then construct their paths based on the sorted 

information; 

Updating pheromone table: As ants move along paths, the pheromone table (which 

represents the desirability of paths) is updated; 

 

if every ant has finished exploring its path options, then 

Pheromone table update: Evaluating the updated pheromone table to find the 

most promising paths; 

Best path selection: Selecting the best path based on the evaluated 

pheromone table; 

If Best_solution_obtained then 

Best Path Selection: Selecting the best path based on the evaluated 

pheromone table; 

 Task Assignment to Optimal Node: Assigning the task to this optimal 

node; 

else 

Next Optimal Solution: If the best solution is not yet found, 

continue the search for the next best solution. 

end if 

end if 

end while 

 

Given a finite set of jobs and a set of resources, the task is to minimize the time required to compute 

the jobs. Effective job scheduling is achieved through the LACO mechanism. The proposed algorithm 

schedules tasks efficiently by first selecting the task order and then using a local search phase to create a 

problem graph, similar to ant foraging. Pheromone levels are updated based on hardware performance and 

load, to minimize execution time. Tasks are assigned to nodes with high pheromone concentrations and 

ample memory. LACO integrates advanced ant colony optimization with load balancing, offering a hybrid 

approach that enhances task scheduling and system efficiency through ant-inspired behavior and optimization 

strategies. The formula to calculate the execution time for a job 𝑖 is defined in (1): 

 

𝐸𝑖  =   𝑇𝑜𝑢𝑡 –  𝑇𝑖𝑛                             (1) 

 

where 𝑇𝑖𝑛 and 𝑇𝑜𝑢𝑡 is the time of arrival of the task 𝑖 and time of completion of processing time of task 𝑖. The 

total execution time required for the computation of n tasks [18] is depicted in (2): 

 

𝐸𝑛  = ∑ 𝐸𝑖  
𝑛 
 𝑖=1   (2)  

 

the initial energy 𝐸𝑜 is set to 0.5𝐽 .The formulas used for energy are as follows: 

 

𝐸𝑇𝑋 = 50 x 10-9 

𝐸𝑅𝑋  =  50 × 10−9 

𝐸𝑓𝑠 =  10 × 10−12 
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𝐸𝑚𝑝= 0.0013 × 10−12 

𝐸𝐷𝐴  =  5 × 10−9 

𝐸𝑇𝑋(𝑘, 𝑑) =  𝐸𝑒𝑙𝑒𝑐  × 𝑘  +  𝐸𝑚𝑝 ×  𝑘 ×  𝑑2 

𝐸𝑅𝑋(𝑘)  =  𝐸𝑒𝑙𝑒𝑐 ×  𝑘 

 

𝐸𝑇𝑋(𝐸𝑒𝑙𝑒𝑐 ∗ 𝑇𝑋): represents the energy consumed per bit for transmitting one bit, 𝐸𝑅𝑋  (𝐸𝑒𝑙𝑒𝑐 ∗ 𝑅𝑋): 

represents the energy consumed per bit for receiving one bit, 𝐸𝑚𝑝: represents the energy amplifier's energy 

consumption per bit per square meter, 𝐸𝑓𝑠: represents the energy consumption per bit per square meter when 

the free space model applies (for short distances), 𝑑𝑜: represents the threshold distance beyond which the 

multipath fading model is considered, 𝐸𝐷𝐴: represents the additional energy consumed per packet at the 

cluster head for data aggregation. This includes operations like combining and compressing data from 

member nodes, 𝐸𝑜  : represents the initial energy of a sensor node [19]. 

 

2.2.2. Load balancing mechanism with advanced ant colony optimization colony (LACO) 

In highly trafficked networks, the load balancing mechanism is crucial for ensuring the quality of 

service [20]. The LACO algorithm checks the remaining memory on each node to manage new task requests 

efficiently. For example, with two nodes, 𝑆1 and 𝑆2, having 30 MB and 50 MB of free memory respectively, 

and two incoming jobs 𝐽1 and 𝐽2, requiring 40 MB and 60 MB, the function assesses the maximum available 

memory (50 MB). 𝐽1 which needs 40 MB is approved as it fits within the available memory of 𝑆2. However, 

𝐽2 which requires 60 MB exceeds any single node's capacity and is thus rejected and queued. Tasks are only 

scheduled if sufficient memory is available on any node, ensuring optimal resource utilization. If a task 

exceeds the total available memory, it waits in a queue until a node can accommodate it. This process 

prioritizes queued tasks over new ones, optimizing task allocation and reducing computation time. In 

summary, the LACO ensures that jobs are only scheduled if there is enough memory available on the 

computing nodes, optimizing task allocation, reducing computation time, and ensuring efficient task 

management within the system. 

The nearest neighbor strategy is a method used in pattern recognition for distributed systems to 

create a routing table for all "ants" (representing tasks or resources). It is known for its simplicity and 

effectiveness in generating short tours using Euclidean distance calculations. 

- Euclidean distance calculation: the distance between two nodes, 𝑆1 and 𝑆2, in a system with n 

dimensions [21], is calculated using (3): 

 

E(S1, S2)  = √∑  (𝑆1i
− S2i

)
2

 𝑛
𝑖=1   (3) 

 

- Nearest neighbour steps: the process starts by randomly selecting a node as the starting point. It then finds 

the nearest unvisited node by calculating distances from the current node. This step is repeated, selecting 

the closest unvisited node each time, until all nodes have been visited. This approach ensures that the path 

taken is relatively short, making it an efficient method for routing in distributed systems. In the LACO 

algorithm, after constructing the routing table using the nearest neighbour strategy, the ants (representing 

tasks or resources) need to opt for the next node to move to. This is where the probability matrix 𝑇𝑥𝑦 

comes into play, as represented in (4). The (probability of transition) fitness function, 𝑇𝑥𝑦, determines the 

likelihood of an ant moving from node 𝑥 to node 𝑦. In the LACO algorithm, each "ant" explores resource 

nodes to build potential solutions, choosing nodes based on a probability matrix 𝑇𝑥𝑦 which considers 

pheromone levels, distance, and heuristics presented in (4). This matrix helps ants decide their next move, 

balancing exploring new paths with exploiting known efficient ones. By using this probabilistic approach, 

ants effectively search for high-quality solutions, mimicking natural ant behaviour. 

- Optimizing task allocation: ants select nodes likely to lead to efficient task allocation using transition 

probabilities. Nodes with higher probabilities might indicate lower execution times, more memory, or better 

pheromone levels. The probability matrix 𝑇𝑥𝑦 guides ants' decisions in the LACO algorithm, optimizing task 

allocation and ensuring tasks are assigned to the most suitable nodes. This adaptive approach continuously 

refines path choices based on changing conditions. Given a finite set of resources R. 

 

𝑇𝑥𝑦 =
𝐴𝑥𝑦

𝑎 ×𝐵𝑥𝑦
β

∑(𝐴𝑥𝑧
𝑎 ×𝐵𝑥𝑧

β
 )

𝑧𝟄𝑅

, 𝑦𝜖𝑅 (4) 
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Where 𝐴𝑥𝑦 is the value of the pheromone for the resource transition from node 𝑥 to node 𝑦, 𝐵𝑥𝑦  is a 

stochastic function that represents the willingness to move from node 𝑥 to node 𝑦.  α is a parameter utilized to 

manage the effect of concentrations of pheromone and stochastic data which is relative to scheduling order 

value; β is the stochastic component, which represents the relative stochastic data used to select the scheduling 

sequence for an ant. 𝑅 represents the unassigned requests set that remain. Among the set of remaining tasks 𝑇, 

one of the tasks will be chosen by the ant in the next move. Resource nodes are chosen based on two important 

factors as per (4) which are 𝐴𝑥𝑦 and 𝐵𝑥𝑦[22]. 𝐵𝑥𝑦 the stochastic function is defined by (5). 

 

𝐵𝑥𝑦  =  𝑓1  ×  𝐶𝑒(𝑥)  +  𝑓2  ×  𝑀𝑒(𝑥)  +  𝑓3  𝑥 𝐷𝑒(𝑥) (5) 

 
Where f1 is the effective weight of the utilization of CPU, 𝑓2 denotes the effective weights of the utilization 

of memory and 𝑓3  represents disk utilization; 𝐶𝑒(𝑥),𝑀𝑒(𝑥), and 𝐷𝑒(𝑥) denote resource node x’s efficiency 

in (6), (7), and (8): 

 

𝐶𝑒(𝑥) =
𝑀𝑎𝑥𝑐𝑢−𝐶𝑃𝑈𝑋

𝑀𝑎𝑥𝑐𝑢
  (6) 

 

𝑀𝑒(𝑥) =
𝑅𝑒𝑚𝑀𝑥

𝑀𝑎𝑥𝑚
 (7) 

 

𝐷𝑒(𝑥) =
𝑀𝑎𝑥𝑑𝑢−𝐷𝑈𝑥

𝑀𝑎𝑥𝑑𝑢
 (8) 

 

Where 𝐶𝑃𝑈𝑥 refers to the utilization of the CPU for the sensor node 𝑥, 𝐷𝑈𝑥 and 𝑅𝑒𝑚𝑀𝑥 denote the 

utilization of disk for the node x and the amount of memory remaining, respectively. 𝑀𝑎𝑥𝑐𝑢, 𝑀𝑎𝑥𝑚 and 

𝑀𝑎𝑥𝑑𝑢 are the maximum CPU, memory, and disk capacity respectively. In the LACO algorithm, each ant 

has its way of making decisions when it comes to selecting a path. This means that they consider the 

available resources on each server before making their choice. The heuristic function in LACO is based on 

the local point of each ant. This local point reflects the status of resources, specifically CPU and disk usage, 

and the amount of remaining memory on a server. In (6) relates lower CPU usage to higher resource 

availability, while (8) links lower disk usage to the same. In (7) indicates that more remaining memory on a 

server signifies better efficiency. So, when an ant is deciding which path to take, it considers these factors: 

CPU usage, disk usage, and memory availability. 

The sum of these three values represents the average remaining resource on a server, as represented 

in (5). In simple terms, each ant in the LACO algorithm looks at the CPU and disk usage, as well as the 

remaining memory, of each server before choosing its path. Lower CPU and disk usage, along with more 

remaining memory, indicate better resource availability. This aids the ants make decisions about the next 

path that has to be taken for efficient task allocation. Moreover, the heuristic function not only helps ants 

select paths based on immediate resource conditions but also contributes to the collective intelligence of the 

ant colony. This adaptive decision-making process enhances the algorithm's ability to navigate complex 

environments and find optimal solutions effectively. In the LACO method, the pheromone update process is 

crucial for load balancing and takes into account the performance of resource nodes' hardware. By adjusting 

pheromone levels based on path efficiency and resource availability, LACO optimizes task allocation across 

servers, ensuring balanced workload distribution and efficient utilization of network resources. The algorithm 

adjusts pheromone levels according to load balancing and node performance. Ants seek the shortest paths 

each iteration, with pheromones increasing on the best routes and decreasing on others through evaporation. 

Pheromone levels are updated after all ants complete their tours. The global pheromone update, a critical 

step, is calculated using (9). This process optimizes task allocation and path selection. LACO updates 

pheromone levels based on load balancing and node performance, with ants searching for the shortest paths 

for each iteration. Pheromones increase on the best paths and decrease on others through evaporation, 

ensuring efficient load balancing and path optimization. This pheromone update occurs in an ant cycle, where 

all ants complete their tours before updating the pheromone levels globally using (9). This approach helps 

ants make decisions about the allocation of resources, ultimately optimizing task scheduling and improving 

system efficiency. 

 

𝐴𝑥𝑦  (𝑡 + 1) =  (1 −  𝑝) 𝐴𝑥𝑦 ( 𝑡) + ∑ ΔAxy
k𝑚

𝑘=1   (9) 

 

Where the global residual pheromones coefficient decay rate is denoted by 1 −  𝑝, 0 <  𝑝 <  1. The 

evaporation of the Pheromone trail acts as a mechanism to erase or diminish the influence of suboptimal 
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decisions made in the past. ΔAxy
k  denotes the amount of pheromones drizzled by an ant k on its path from x 

to y and ΔAxy
k  is calculated using (10): 

 

∆𝐴𝑥𝑦
𝑘 = {

(𝑄𝑃)𝑘 𝐿𝑒𝑛𝑘  ⁄  

𝑒𝑙𝑠𝑒 0
, 𝑖𝑓 𝑘 𝑡𝑟𝑎𝑣𝑒𝑙𝑠 𝑡ℎ𝑒 𝑝𝑎𝑡ℎ 𝑓𝑟𝑜𝑚 𝑥 𝑡𝑜 𝑦  (10) 

 

where 𝑄𝑝𝑘  is the amount of pheromone that has to be dropped by an ant 𝑘 as it travels along the path. 𝐿𝑒𝑛𝑘 is 

the length of the path [23]. 

 

 

3. RESULTS AND DISCUSSION 

The proposed approach was created and put into action using the MATLAB environment R2023a, 

known for its numerical computing capabilities. MATLAB is a high-performance language for technical 

computing [24]. Table 1 shows the initial values of various parameters that were set in MATLAB during the 

simulation of WSNs. 

The comparative analysis of the genetic algorithm (GA), swarm optimization algorithm (SA) with 

our proposed algorithm, load balancing with advanced ant colony optimization (LACO) is done. This 

research enhances WSN applications in environmental surveillance, military operations, transportation 

monitoring, healthcare, smart agriculture, and industrial automation [25]. 

 

 

Table 1. Parameter initialization 
Parameters Values 

𝛼 0.8 

𝛽 10 

P 0.5 

Total number of nodes 50 

Number of rounds (or iterations) 2000 

Number of tasks 100 

Initial Energy (Eo) 0.5 J 

 

 

3.1.  Remaining energy analysis 

Figure 2 illustrates the relationship between clustering rounds and the remaining energy levels of 

nodes in the wireless sensor network. The graph tracks energy consumption over time during the clustering 

process. Higher remaining energy indicates better conservation and efficiency. The analysis reveals that 

LACO maintains a consistently higher remaining energy curve compared to the other two algorithms. 

 

3.2.  Number of access to the fitness function  

In Figure 3 the LACO curve always gives better results when repeated. The model of the LACO 

curve shows that the LACO curve converges faster or reaches a better solution than the GA and the SA 

which implies that LACO exhibits good performance.  

 

 

  
 

Figure 2. Remaining energy analysis 

 

Figure 3. Number of access to fitness function 
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3.3.  Best fit analysis 

Figure 4 refers to how well a solution performs relative to some objective function. A higher fitness 

value indicates a better solution. LACO consistently demonstrates the highest performance compared to 

genetic algorithms and swarm optimization algorithm in this graph. This indicates that LACO consistently 

achieves superior results. 
 

 

 
 

Figure 4. Best fit analysis 
 

 

4. CONCLUSION 

The proposed algorithm significantly improves energy efficiency, reliability, and lifespan in sensor 

networks by using real-time load distribution based on node energy levels. This dynamic approach surpasses 

traditional static methods, effectively addressing the hotspot problem near the base station (BS). The study 

demonstrates that load-balancing and advanced ant colony optimization prevents hotspots, enhancing WSN 

applications across various fields. It advances clustering techniques, boosts energy efficiency, and lays the 

groundwork for future research. Future implementations will focus on optimizing performance, ensuring 

practical deployment, and enhancing adaptability, security, scalability, and fault tolerance. 
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