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 Implementation of this advanced nighttime monitoring system provides one 

of the basic requirements toward the creation of an intelligent urban 

environment. The nighttime effective monitoring is highly enabled due to 

seamless integration of multi-directional cameras working as advanced 

sensors enhancing security measures in smart cities. This paper addresses the 

mentioned issues directly by proposing the you only look once version 5 

(YOLOv5) model dedicated to object detection. It is experimentally 

confirmed, based on the dataset results, that the mean average precision of 

YOLOv5 multi-scale (YOLOv5MS) reaches an impressive 88.7%. The 

results unmistakably confirm domination of the model and its good ability to 

work over a network of more than 50 security cameras under the high 

restrictions of our operation. The use of state-of-art nighttime surveillance 

systems is an important constituent element in the construction of smart 

urban environment. The smooth interaction between multiple-angle cameras, 

which work as perceptive sensors, substantially upgrades the functionality of 

nighttime surveillance and strengthens security practices for smart cities. 

The current work presented the YOLOv5 model specifically designed for the 

task of target detection, targeting these issues head-on. The empirical data 

obtained from the dataset point to an outstanding mean average precision 

(mAP) of 88.7% for YOLOv5MS. Such results clearly prove the superiority 

of the model and demonstrate its excellent performance in a network of more 

than 50 security cameras under our harsh operational conditions. 
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1. INTRODUCTION 

Video surveillance systems are one of the crucial components of the infrastructure of an intelligent 

city, motivated by technologies and escalating security issues [1], [2]. The huge volumes of footage that the 

surveillance systems generate each day pose challenges while also requiring a massive workforce for 

processing, and even results in inefficient detection of pedestrians at times. Advanced deep learning-based 

models of detection within smart city frameworks suggest an excellent avenue for improvements in urban 

security while offering reduced costs and labour usage [3]. These comprise models designed towards 

continuous recognition of pedestrians, exploiting extensive datasets, which make them viable for use in 

different environments. This is notably helpful for nighttime surveillance, where identification accuracies 

tend to be degraded. These solutions enhance the monitoring efficiency and security monitoring by limiting 

notifications to the security personnel only when a relevant target has been identified. 

https://creativecommons.org/licenses/by-sa/4.0/
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The role that high-speed communication networks, including 4G and 5G, play in incorporating 

video surveillance technologies within a coherent monitoring structure for smart cities is of extreme 

importance. This allows real-time video feeds to be viewed using the intelligent infrastructure of the city; 

therefore, potential security threats can always be continuously overseen. Installation of such infrastructure is 

not without challenges. In the experimental smart park environment, 220 cameras were installed, but 

limitations in hardware and network bandwidth were encountered to analyze all streams simultaneously. In 

real-time data transmission to the cloud for 50 cameras, a peak bandwidth requirement of 183 Mbps was 

achieved. The analysis done to scale this for each camera showed that about 805 Mbps was required, making 

high-speed uplink costs too expensive. Additionally, a large percentage of the data transmitted is redundant, 

which worsens the strain on available resources. This has led to a significant interest in edge computing 

solutions as a better approach to handle and process video feeds at the local level [3]. The Nvidia are 

contemporary edge computing platforms that enable data processing close to the source [4], [5]. 

Although they have various benefits, the scalability of these systems is limited because they can 

process only a finite number of video feeds, which is insufficient for the vast camera networks usually used 

in smart cities. The strategy should involve overcoming these limitations. It provides a technique of how 

high-performance central processing units (CPUs) and graphics processing units (GPUs) could be integrated 

in an intranet in a smart city. This architecture has the GPUs take over the computational burdens involved 

with target detection models, whereas the CPUs are capable enough to collect video feeds by multi-threading 

capabilities. After this processing phase is complete, the extracted data is transferred to the extranet, allowing 

the concurrent evaluation of multiple video streams at a very reduced cost in networks. Thereby by creating 

balance concerning both speed and accuracy as well as cost, an effective urban detection system was 

delivered and YOLOv5s was designed for a smart city setup to make the model work maximally in 

identifying pedestrians. Techniques for target detection based on deep learning can be broadly classified 

under two primary categories. This category provides high accuracy at a compromise in computational speed 

by generating region proposals before the detection process takes place. Several models, such R. mask 

region-based convolutional neural network (R-CNN) [6], R. fast R-CNN [7], and J. faster R-CNN [8], [9], 

indicate the effectiveness of this method. In the second category, speed of inference is improved by 

bypassing the candidate frame generation, but using single-stage networks such as single shot multibox 

detector (SSD) [10], [11] and you only look once (YOLO) [12]–[14]. This work uses YOLO-based 

algorithms for the real-time recognition of target across multiple cameras [15]. 

Target detection is challenging particularly in urban areas. The cameras are far from the objects, and 

hence, the pixel representations are small. Also, the detection is difficult due to the large number of data and 

frequent occlusions in the smart city videos. In the previous studies, several techniques for enhancing the 

detection models have been explored [16]. González et al. [17] improve the performance for the occluded 

objects by enlarging the prediction frames, and the generalization is challenging.  

Kentaro [18] has exploited Darknet53 framework along with K-means for generation of anchor 

frames, developing the multimodal attention fusion YOLO model, that has been fine-tuned on a nighttime 

pedestrian identification benchmark; this method performed well under nocturnal conditions. Recently, 

Suenderhauf et al. [19] proposed the combination of hybrid gaussian model with faster R-CNN to overcome 

challenges constituted by complex backgrounds. Although successful, this approach has disadvantages: long 

training time and large model sizes. A ratio-aware approach which adaptively adjusts the aspect ratio of 

images was proposed by Hosang et al. [20]. Problems remain, however, especially when dealing with 

pedestrians that overlap or are occluded since both false positives and false negatives are introduced. Some of 

the existing works concentrate on the use of size augmentation to improve performance [21]. Although this 

improvement favors detection, it simultaneously decreases practicality in the presence of challenges like low 

processing speeds, an increased model size, and high hardware costs. In the current research, we optimized 

the YOLOv5 framework to overcome such weaknesses. We modified the backbone architecture of the model 

so that its size is reduced, thus increasing inference speed without compromising accuracy. We also enhanced 

the detection performance by incorporating the SE module; hence, the system is well-suited for deployment 

in smart city applications. This research demonstrates the ability of deep learning frameworks, specifically 

YOLOv5, to transform urban security infrastructures. We utilize advanced hardware and optimized 

algorithms in a harmonious balance between cost, precision, and operational efficiency to allow scalable and 

effective surveillance solutions within intelligent urban environments. 

 

 

2. METHOD 

2.1.  YOLO basic principle 

All stages, from research design and the method of research technique (algorithms, pseudocode, or 

whatever), testing, and data gathering are described chronologically. The process of study should be referred 

to, which would support the consideration as scientific. Below and according to the manuscript with 
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reference, Figures 1, 2 and Table 1 are located centrally. Figure 2 illustrates the effect of series resistances on 

the (a) I-V and (b) P-V characteristics. 

This research focuses mainly on the detection of pedestrian objects with the intention of enhancing 

the urban safety of smart cities. While real-time responsiveness is most valued in edge deployments, 

robustness and mean average precision are very significant, particularly in situations where an operation can 

be envisioned to continue over a more extended period of time. The YOLO series greatly excels at achieving 

such requirements. In its conceptual architecture, the YOLO model views the task of object detection as 

regression and uses a neural network that predicts input images concerning their detection bounding boxes 

and probabilities corresponding to the target classes. The first variant in the series is YOLOv1. To predict 

confidence and class scores relevant to the boxes from their position and contents within each cell, the input 

is up sampled to a 448-by-448-pixel resolution and then divided into a grid of 7×7 cells. The target 

identification model optimized based on the usage of the GPU is also known as YOLOv5. Other recent 

variants of the already available YOLOv5 architecture: YOLOv5s, YOLOv5n, YOLOv5l [22], and 

YOLOv5m [23]. YOLOv5s differs from all the network architectures in the sense of various dimensions with 

the aim of reducing complexity, and is developed as an edge deployable with real-time object detection 

ability. Many advantages are enjoyed by YOLOv5s: better precision in detection, robustness, and easier 

deployment. In particular scenarios, its performance is better than YOLOv5n, YOLOv7, and YOLOv8, and it 

becomes the best one for conducting full inspections by using extensive camera systems. YOLOv5s can be 

divided into three main components: The excellence of this performance is produced by good synchronizing 

in many parts, including back and neck. YOLOv5 offers several advantages, such as adaptive anchor frame 

calculation and mosaic data augmentation that take place at the beginning [24]. The neck part features 

combination ability is enhanced through cross stage partial (CSP2) structure and the focus and CSP_X 

structures within the Backbone component [25]. Spatial pyramidal pooling is used by different kinds of 

sensory fusion domains. Complete intersection over union (CIOU) loss [26] serves as the bounding box's loss 

function, and non-maximal suppression (NMS) [27] can be applied in case of overlapping targets. Figure 2 

illustrated YOLOv5's structure. 

 

 

 
 

Figure 1. Structure of YOLOv5 

 

 

 
 

Figure 2. Block structure CSP-Darknet53 
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2.2.  Backbone structure 

The structure of YOLOv5 is depicted in Figure 1. The base architecture that is utilized in YOLOv5 

is CSP-Darknet53. CSP-Darknet53. YOLO is among the complex neural network architectures using dense 

and residual blocks to combat the vanishing gradient problem to ensure that information is passed from 

deeper layers to later layers. However, the use of dense and residual blocks still leads to redundant gradients. 

The problem it addresses is cut off from gradients in the flow, whereby, as shown below the 

YOLOv5 will make use of the methodology developed with CSPNet splitting and interconnecting the feature 

map partitioning of the base layers with a cross-stage hierarchy. This approach comes with significant 

advantages to YOLOv5 It not only lowers the count of parameters but also a major number of computations 

(a few FLOPS, fewer) to increase the inference speed-the important parameter in the model designed to 

detect real-time objects. 

 

2.3.  Neck of YOLOv5 

After adding YOLOv5, the neck design of the model experienced two major changes: 

BottleNeckCSP entered the PANet configuration and SPP entered the odd version of itself. 

 

2.3.1. Path aggregation network 

The previous YOLO model is referred to as YOLOv4. The path aggregation network (PANet) 

structure was used as the feature pyramid network in it. This structure helped mask prediction to be pixel-

wise localized and improved the flow of information. The architectural network diagram indicates that the 

CSPNet method has been implemented in the updates provided for YOLOv5. 

 

2.3.2. Spatial pyramid pooling 

This is the output of a certain specified length produced through aggregation of input data, and thus, 

it provides the benefit of theoretically significant enlargement of the receptive field while distinguishing the 

most important contextual components without loss to the speed of the network. This block, past versions of 

YOLO, specifically YOLOv3 and YOLOv4 were employing for the extraction of features from the 

backbone; while YOLOv5, which entails 6.0 and 6.1, had been using spatial pyramid pooling – fast (SPPF) 

as just an extension to the SPP block for increasing the speed of the network. 

 

2.3.3. Head of the network 

The architecture uses three layers for the tasks of prediction of score, object classification and 

coordinate detection for the bounding box. Figure 3 depicts the network structure of YOLOv5. 

 

 

 
 

Figure 3. YOLOv5 network structure 

 

 



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 38, No. 3, June 2025: 1634-1641 

1638 

2.4.  SSAN dataset 

Night vision is one of the major factors that affect the performance of human vision, especially at 

night. Large databases have played a major role in the development of night vision research over time, 

particularly in the area of picture enhancement. The database used in this experiment contains all the 

necessary components for enhancing night vision, which classifies a low-light nighttime video as lit if there 

is minor or significant change in the light. Purchased under a variety of different contexts, night-vision video 

samples with numerous bright objects featured in the test. Certainly, the major limitation of video samples 

from night vision camera's is the infrared illumination. The SSAN dataset [15] which comprises nearly  

50 video samples for each of all object classes including people and cars has been used in this paper. These 

are captured at a frame rate of 25 frames per second. 

 

 

3. RESULTS AND DISCUSSION 

This section has analyzed the efficiency of the proposed method. As shown in Figure 4, the 

YOLOv5 classification is now available for both training and testing. In this regard, samples of different 

classes can be classified to determine their corresponding classifications, which then allows the trained class 

to be applied to documents that were not examined before. In order to gauge the effectiveness of the 

approach taken, some metrics were measured and examined. The performance analysis then compares 

multiple metrics that are tested for the proposed system against other sub-components of the overall research 

study. The approach, despite its dependence on critical performance parameters, compares it against various 

identification algorithms and techniques. For the task of night object detection, the model applied for the 

classification model used YOLO v5 as it performed with a higher success rate than any method existing at 

that time.  

 

 

 
 

Figure 4. Segmented and classified output of YOLO 

 

 

It is commonly known as mean average precision, and is widely used in the item identification tasks 

as a measure to test the efficiency of the proposed model. The data obtained reveals without a shadow of 

doubt that against other prevailing models currently like faster RCNN and YOLOv3, Figure 5 and Table 1 

describes how the proposed model might distinguish objects efficiently and accurately in low light and 
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vehicle source light. Obviously, the provided YOLOv5 model is supposed to ensure accurate identification 

results at low light and when objects have a low resolution and noise with bad information. And the 

architecture provided has shown good efficiency simultaneously without stretching out the inference time - it 

was able to locate any objects on the street surveillance shot correctly under night conditions. 

 

 

Table 1. Detection performance is expressed in %, and the detection speed is with multi-scale 
Methods Time mAP 

Faster R-CNN 190.2 65.02 
YOLOv3 39.57 87.9 

YOLOv5 33.96 88.7 

 

 

 
 

Figure 5. Comparative analysis 

 

 

4. CONCLUSION 

The investigations were based on the widely known outcomes of YOLOv5, which were formulated 

and tested for detecting and tracking objects in standard nighttime visual imagery within observational 

contexts. The SSAN dataset was used for experimental analysis. A preliminary study on some of the top-

notch detectors like YOLOv3 and faster R-CNN have been performed for the purpose of decide which 

network could work at best for persons detection at low lighting and source light points emitted by 

automobiles in street surveillance in nighttime. The performance results yielded by the YOLOv56, at night, 

faster R-CNN and YOLOv3-control detectors performed similarly. Nonetheless, the YOLOv5's classification 

was more precise and effective. The average precision of the suggested model was 88.7% in 33.96 

milliseconds, which corresponds well with a good average accuracy. The proposed model was yet capable of 

detecting source light points that originated from vehicular backgrounds and objects in low illumination 

scenes. Thus, this is well-grounded for further developments of this model. 
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