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 Breast cancer, a prevalent kind of cancer, is a major health problem among 

women. Researchers recently achieved categorization effectiveness of breast 

cancer (BC) detection in histopathology picture database using 

convolutional neural networks (CNNs) of medical image processing. 

Although CNN method parameter settings were complex, employing breast 

cancer histopathological database (BCHD) data for categorization was 

valued as expensive. This research used uniform experimental design (UED) 

to solve these issues and improved lion optimization (ILO) breast cancer 

histopathology image categorization. To optimize the variables at UED-ILO, 

a regression method was employed. According to the experimental data, the 

proposed approach of UED-ILO (uniform experimental design based 

improved lion optimization) variable optimization provided a categorization 

accuracy rate of 84.41%. Finally, the proposed approach can effectively 

increase classification accuracy, with results that outperform others of an 

equivalent nature. 
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1. INTRODUCTION 

Breast cancer (BC) is the most frequent malignancy in women worldwide. In Taiwan (population 23 

million), 1 in 120 women was recognized with BC each year, and the prevalence of BC was rising [1]. 

Histopathological image categorization accuracy is critical for early BC detection. BC diagnosis relies on 

histopathological imaging methods such as ultrasound, positron emission tomography (PET), surgical 

incision mammography, thermography, and magnetic resonance imaging (MRI) [2], [3]. Diagnosing BC 

using histopathological pictures was challenging in the early stages since these pictures can transmit warning 

signals and symptoms [4]. As a result, a variety of computer-assisted solutions was created to address the 

shortcomings of histological picture evaluation [5]. The research team was the visual geometry group (VGG) 

or Google of recently applied advanced engineering methods to build the VGG-16, residual network 

(ResNet), or general nursing and midwifery (GNM) [6]. Deep learning (DL) models based on convolutional 

neural networks (CNN) are among the technical methods utilized to enhance the efficiency of breast cancer 

prediction [7]-[9]. This was accomplished by hypervariable optimization. To increase the precision attained 

to previous research employing BreakHis of picture categorization, this research employs DL networks as a 

CNN with variable optimization. DL networks generate amazing outcomes to picture evaluation applications 

in medicine [10].  

The LeNet-5 system is a powerful network of CNN applications that has a high recognition rate. 

LeNet-5 (RMSprop-root mean squared propagation) [11], LeNet-5 (SGDM-stochastic gradient descent with 
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momentum) [12], LeNet-5 (Adam-analysis data model) [13], and single-layer CNN [14], and random forest 

(RF) classifier+PFTAS [15] are some other DL networks. To solve practical issues, CNN training 

necessitates extensive calculation with high sample sizes and variable settings [16]. This reduces the number 

of networks calculating samples while meeting the essential parameter values for CNN applications. 

Experimentation is used to identify the most appropriate CNN model [17], [18]. Latchoumi et al. [19] also 

employed a uniform experimental design (UED) to determine the network's variables which enhanced 

evaluation. The CNN variables used for BC histopathology image categorization, on the other hand, are 

optimized using a UED in this study [20].  

UED an approach that was statistical experimental design mathematical statistics, and probability 

theory, [21] was utilized to optimize CNN variables and reduce experiment computation time. UED could be 

utilized to identify appropriate sample groups and distribute all available experimental variables obtained in 

some studies tests [22]. According to a collection of UED tables, the number of layers equals the number of 

test runs [23]. Furthermore, to obtain appropriately precise projections, UED examines the variables 

impacting the findings in a restricted number of experiments [24].  

The UED approach is employed in this study to optimize the CNN approach parameters to the 

application of BC histopathology picture categorization [25]. The current work created a CNN depending on 

UED to overcome the difficult variable setup issue to improve classification accuracy. As an outcome, the 

key contribution of this research was to apply the UED technique to find the best CNN architectural variable 

combination for doing the fewest number of tests and taking the least amount of time. The regression 

evaluation was employed in the UED approach to determine optimization variables in CNN architecture. The 

proposed CNN-based uniform experimental design-based improved lion optimization (UED-ILO) variable 

optimization method surpasses current methods with high accuracy, making it more useful in clinical 

diagnostics. 

 

 

2. PROPOSED SYSTEM 

The proposed technique combines a CNN with unsupervised evolutionary DL using indirect 

encoding with local optimization (UED-ILO). This fusion aims to enhance the classification performance of 

the model by leveraging the strengths of both CNNs and evolutionary algorithms. Figure 1 illustrates the 

architectural layout of the proposed technique, showcasing how the CNN and UED-ILO components are 

integrated to achieve improved classification accuracy. 

 

 

 
 

Figure 1. The proposed approach for histopathological image categorization of breast cancer 

 

 

2.1.  Materials  

The experimental pictures in this investigation were generated through breast tissue samples and 

BreakHis were gathered from 82 people in the Brazilian Cytopathology Laboratory and pathological 
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anatomy. Multiple breast tissue samples were aspirated in the operating room for each patient using a tiny 

biopsy needle. Each sample was created in the following manner: to retain the original tissue structure and 

molecular makeup, implantation in paraffin blocks and formalin fixation were conducted first. The paraffin 

blocks were then sliced into the 3-µm-thick sections using a high-power microwave (HPM). Lastly, the 

divisions were displayed on coated glass slides and viewed using a light microscope. BreakHis includes 

7,909 700×460-pixel histopathological photos of BC at four rising magnifications (40×, 100×, 200×, and 

400×), with 5,429 and 2,480 pictures of cancerous and benign tumors, correspondingly shown in Figure 2, 

further Figure 2(a) shows the magnification at 40×, Figure 2(b) shows the magnification at 100x, Figure 2(c) 

shows the magnification at 200x, Figure 2(d) shows the magnification of 400×. Although the class imbalance 

issue could skew CNN classification's discriminative capability; this is the BreakHis database restriction, and 

it would incline to predict pictures as malignant as shown in Table 1. As a result, the gathered data were 

separated into validation and training groups, with the first 70% of photographs used to train the network and 

the balance of 30% used to validate. 

 

 

  
(a) 

 

(b) 

 

  
(c) (d) 

 

Figure 2. Histopathological pictures of BC: (a) 40×, (b) 100×, (c) 200×, and (d) 400× magnification 

 

 

Table 1. BreakHis database picture segregation by class  
Magnification Malignant Benign Total 

40x 

100x 
200x 

400x 

1,375 

1,444 
1,402 

1,235 

654 

646 
628 

572 

2,002 

2,085 
2,015 

1,823 

Total images 5,456 2,500 7,925 

 

 

2.2.  Algorithms for UED-ILO 

This method is used to determine the best 𝐶𝐶. The bubble-net serving method was used to hunt the 

animal. This approach consists of two basic phases: surrounding the prey and enveloping it with a bubble 

network. Searching for humpback lion food was done to reach a worldwide maximum/minimum. The 

procedure of nourishing a humpback lion with a bubble net is described in (1) and (2). 

 



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 36, No. 3, December 2024: 1613-1619 

1616 

𝑃𝑚+1 = {
𝑃 ∗ 𝑚 − 𝐸𝐵                                    𝑞 < 0.5

𝑏𝑑. cos(2𝜋𝑚) . 𝐸1 + 𝑃 ∗ 𝑚         𝑞 ≥ 0.5
 (1) 

 

𝐵1 = [𝐸𝑃 ∗ 𝑚 − 𝑝𝑚] (2) 

 

Where P*-update the population-based best solution using an objective function. E and B are vector 

coefficient vectors and using (3) and (4). 𝑟𝑑 denotes the range vector range from 0 to 1. The weighted 

quantum fitness function can be calculated by using (5). Where Mmatrix denotes membership matrix search 

agent, Cc signifies CC and the data elements clustered using the proposed system provide better results and 

enhance the fitness value. For lion optimization (LO), the logistics mapping (LM) method is used and 

determined by using (6). Algorithm 1 shows the UED-ILO algorithm. 

 

𝐸 = 2. 𝑒. 𝑟𝑑 − 𝑒 (3) 

 

𝐵 = 2. 𝑟𝑑 (4) 

 

𝐹(𝑃𝑥) =
1

𝑌(𝑀𝑚𝑎𝑡𝑟𝑖𝑥.𝐶𝑐)+1
 (5) 

 

𝑞𝑘+1 = 𝜕𝑞𝑘(1 − 𝑞𝑘) (6) 

 

Algorithm 1. Algorithm for UED-ILO 
Input: Scanned images (MRI) 

Output: Predict the histopathology 

Begin 

Step 1 Transformed into the greyscale image from the MRI image 

Step 2 Segment the greyscale image using FCM 

Step 3 Extract the features from the segmented image 

Step 4 Steps to follow UED features are for classifying histopathology 

(i) Calculate the input features 

  𝐹𝐸(𝑏(𝑛)) = ∑ 𝑤𝑒𝑖𝑞𝛿𝑞(𝑛)𝑘
𝑞=1  (7) 

(ii) Weighed Quantum estimation using (8) 

𝑤𝑒𝑖 = (𝑙𝑇𝑙)−1𝑙𝑇𝑦   (8) 

(iii) RBF estimation 

𝛿𝑞(𝑛) = 𝑒𝑥𝑝 [
−|𝑏(𝑛)−𝑐𝑒𝑛𝑞|

2

2𝜔𝑞
2 ] (9) 

Step 5 ILO algorithm to calculate the optimum value using (9) 

End 

 

Our algorithm proved susceptible to human biases and mistakes since it was trained on data that had 

previously been labeled by skilled pathologists. In addition to any anomalies or inconsistencies in our dataset, 

the scale of our dataset poses a serious issue for DL models. Large amounts of data have been used 

extensively in the learning of several large-scale models. 

 

 

3. EXPERIMENTAL RESULTS 

The three experiments may have used the same variable configurations, yet each observation was 

documented separately. To run 2 of this study, CNN's average classification accuracy is 83.4%. Furthermore, 

by utilizing UED-ILO for regression evaluation the average categorization accuracy of the optimized 

structure in BreakHis rose to 1.01% after CNN architecture factor optimization as shown in Table 2. 

 

 

Table 2. The outcomes of a comparison of run 2 and the UED-ILO 
Run Parameter of factors Performance in percentage 

2 

UED-ILO 

6 

7 

12 

12 

2 

1 

3 

3 

1 

1 

33 

9 

1 

2 

2 

2 

84.2 

85.13 

 

 

The evaluation of the proposed UED-ILO factor optimization method utilizes a confusion matrix, 

depicted in Figure 3, to assess its classification performance. Within the 2,373 verification pictures, the 

confusion matrix reveals 1,997 accurate classifications, distinguishing between 521 benign and 1,476 

cancerous cases. Additionally, the receiver operating characteristic (ROC) curve, illustrated in Table 3, 
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showcases an area under the curve (AUC) value of 0.842, indicating the model's strong discriminative ability 

between benign and cancerous samples. 

 

 

 
 

Figure 3. The proposed model's confusion and the proposed model's ROC curve 

 

 

Table 3. Comparison results of the various methods 
Method Accuracy (%) 

Multi-layer 

PFTAS with RF classifier 

SGDM with LeNet-5 
ADAM with LeNet-5 

RMS Prop with LeNet-5 

CNN 
CNN with UED-ILO 

77.55 

82.33 

80.72 
82.25 

82.61 

83.20 
84.44 

 

 

4. CONCLUSION  

This article proposes optimizing UED-ILO with CNN parameters for deep learning networks 

utilized in studies on breast cancer histopathology image categorization. To optimize the variable 

combination, the recommended UED method used a regression evaluation and uniform experiment table to 

change the CNN framework. Testing findings showed that the proposed method's average predicted (with 

BreakHis) was 84.41%, which is 1.01% greater than the precision of a CNN employing UED-ILO. 

According to the experimental outcomes, the proposed UED-ILO variable optimization increases network 

efficiency and outperforms existing approaches. The benefits of the study include providing modeling users 

with a limited number of tests to establish optimal variable combinations of CNN design, reducing 

experimental timescales, and improving classification precision. The research's drawbacks include the 

inclusion of only the first and second convolutional levels as contributing variables. Nonetheless, UED-ILO 

variable optimization shows future learning capability and could analyze training and test data sets of varied 

sizes. Future research is concentrated on the ideal size of data regions in the generation of new architectural 

structures using deep learning algorithms. Furthermore, the disparity between malignant and benign datasets 

represents a weakness of the BreakHis dataset. As a result, in future studies, they will use the (GAN) method 

to extend the benign database. 
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