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 Random forest (RF) selects feature subsets randomly. Useless and redundant 

features will lower the quality of the selected features and subsequently 

affect the overall classification accuracy of the RF. This study proposes an 
improved RF algorithm based on hierarchical clustering (HCRF). The 

algorithm uses hierarchical clustering algorithms to optimize the feature 

selection process, by establishing similar feature groups based on the GINI 

index, and then selecting features from each group proportionally to 
construct the feature subset. The feature subset is then used to construct a 

single classifier. This process increases the filtering of feature subsets, 

reducing the negative impact of useless and redundant features on the model, 

and improving the model's generalization ability and overall performance. In 
the experimental verification, ten datasets of different sizes and domains 

were selected, and the accuracy, precision, recall, F1 score, and running time 

of HCRF, support vector machine (SVM), RF, classification and regression 

tree (CART) were compared using 10-fold cross-validation. Combining all 
the results, the HCRF algorithm showed significant improvements in all 

evaluation indicators, proving that its performance is superior to the other 

three classifiers. Therefore, this algorithm has broad application areas and 

value, and effectively improves the overall performance of the classifier 
within a lower complexity range. 

Keywords: 

Classification algorithm 

Feature selection 

Hierarchical clustering 

Random forest 

Redundant feature  

This is an open access article under the CC BY-SA license. 

 

Corresponding Author: 

Azlin Ahmad 

School of Computing Sciences, College of Computing, Informatics and Mathematics  

Universiti Teknologi MARA 

Shah Alam, Malaysia  

Email: azlin@tmsk.uitm.edu.my 

 

 

1. INTRODUCTION  

Random forest (RF) method is an ensemble learning method. It introduces the method of randomly 

selecting features on the basis of Bagging [1], [2]. Because it has strong classification ability and stability, it 

has many application cases in the fields of medicine, industry, and agriculture [3]-[5]. 

However, when the feature dimension of the dataset is high and there are a large number of redundant 

features, random selection of features may lead to a decrease in the correlation between features and class 

variables. Moreover, the features randomly selected may have high redundancy, which reduces the quality of 

the random feature subset, and may result in a decrease in the convergence of the RF model and poor 

generalization ability, thereby affecting the accuracy of model prediction and overall performance [6], [7]. 

Many scholars have conducted relevant research on this issue. Motamedi et al. [8] used the LASSO 

algorithm to remove irrelevant features, which had ideal performance in terms of accuracy and time 

complexity. In the field of recognizing human activities, Thakur and Biswas [4] used regularized RF to select 
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relevant features in order to achieve the goal of reducing feature dimensions. Disha and Waheed [9] 

calculated the importance score of features using the GINI coefficient weighting to screen important features 

and achieve the goal of feature dimension reduction. Jiang et al. [5] selected features based on their 

importance step by step to form the optimal feature variable combination. Mafarja et al. [10] used a 

dimensionality reduction method called binary whale optimization algorithm (BWOA) to eliminate irrelevant 

and redundant features and improve the accuracy of RF software fault prediction. Sun et al. [11] measured 

the classification accuracy and relevance of decision trees to select the best feature subset. Wu et al. [12] 

proposed an improved adaptive particle swarm optimization algorithm for extracting features from RF for the 

diagnosis of faults in industrial robots. Thakur and Biswas [13] built a human activity recognition model by 

randomly permuting each feature and calculating the model performance, obtaining feature importance 

scores, and selecting features based on those scores. From the above literature, it can be seen that most 

studies focus on selecting important features to form feature subsets, but this may lead to a reduction in the 

diversity of RF. Moreover, some technical architectures are too complex, leading to high computational 

costs. This may limit the feasibility and scalability of the method in practical applications. Furthermore, most 

of the methods are mainly applicable to a certain field, and their suitability for other application fields has not 

been fully explored and validated. Therefore, the applicability of these methods may have certain limitations.  

In summary, in response to the above problems, this study proposes a hierarchical clustering-based 

RF optimization algorithm. This improved process optimizes the establishment of feature subsets, reduces the 

influence of useless and redundant features, increases the correlation between features and class variables, 

and improves the quality of feature subsets. It also proves the excellent performance of the algorithm in 

different neighborhoods and the datasets of different scales. Therefore, this study provides new solutions and 

ideas for improving and optimizing related problems, and also provides a new perspective and direction for 

the prediction classification framework. 

The rest of this paper is structured as follows: the second part provides a detailed description of the 

improved RF algorithm design. The third part discusses the experimental results. The part four summarizes 

the research findings and outlines future research directions.  

 

 

2. METHOD  

The problem that this study aims to solve is: how to reduce the influence of useless and redundant 

features on the model performance without removing redundant features, retaining the original feature 

information, and maintaining the diversity of RF. The HCRF algorithm proposed in this study attempts to 

solve this problem during the process of establishing feature subsets. The architecture of the HCRF algorithm 

is shown in Figure 1. In Figure 1, the HCRF algorithm has two main optimization parts. The first is feature 

grouping, which is completed by the hierarchical clustering algorithm [14]. The second is that the feature 

subsets are randomly selected from the feature groups in proportion. The training samples are generated by 

the random sampling with replacement for the dataset. The pseudocode for the HCRF algorithm is shown in 

Algorithm 1. 
 

 

 
 

Figure 1. The architectural of the HCRF algorithm 
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Algorithm 1. An improved RF algorithm based on hierarchical clustering (HCRF) 
Input： 
Data: Dataset 

n_estimators: The number of decision trees. 

max_features: The maximum number of features when a node is split. 

max_depth：The maximum depth of each decision tree. 
min_samples_split：The minimum number of samples necessary for an internal node to perform a 
split. 

min_samples_leaf：The minimum number of samples necessary for a leaf node. 
criterion：Evaluat the quality of each split point (default value: 'GINI index'). 
K: The number of clustering clusters. 

Output：A RF classifier 
1. A random sampling method with replacement is employed to construct the training set, 

while the instances not selected are designated as the test set; 

2. for i=1 to Num_Features 

3.     Calculate the Gini coefficient for each feature, the formula for which is: 

𝐺𝐼𝑚 = 1 − ∑ 𝑝𝑘
2|𝐾|

𝑘=1   ; 
4. endfor 

5. while (The number of clusters is less than k)    

6.     The calculation of the distance metric is as follows: 

𝐷𝑚𝑒𝑎𝑛(𝐶𝑖 ，𝐶𝑗) = |
1

|𝐶𝑖|
∑ 𝑝𝑝∈𝐶𝑖

−
1

|𝐶𝑗|
∑ 𝑞𝑞∈𝐶𝑗

|  ；       

7.     Group the features based on the Gini coefficient, and calculate the number of 

similar feature clusters F. 

8. endwhile 

9. for t=1 to n_estimators 

10.    A random sample is generated to construct the sample set Si; 

11.   for f=1 to F 
12.       Randomly select NF features from the similar features groups in proportion, 

𝑁𝐹 = ∑
𝐶𝑖

𝑀

F
𝑖=1 ∗ 𝑚  . Construct a feature subset fg and develop a CART with the sample set Si； 

13.   endfor 

14. endfor 

15. Evaluate the model using the test set； 

16. Output test metrics values: accuracy, precision, recall, F1 score, and running time； 

17. end 

 

There are two important improvements in the above algorithm process, the first is to group features, 

and the second is to extract features to build a feature subset. The following will provide a detailed 

introduction to the key operations. 

 

2.1.  Feature grouping 

This study uses hierarchical clustering algorithms to perform feature grouping (clustering) 

operations [15]. The flowchart of feature clustering is shown in Figure 2. In this flowchart, the parameters 

that the hierarchical clustering algorithm needs to determine mainly include clustering method, the method of 

d istance measurement, and the clustering number. The agglomerative clustering is selected. The distance 

measurement method used is the centroid distance. It is determined by the distance between the centroids of 

the two clusters. Among them, the centroid of the cluster is the average of all sample points (the average of 

the GINI coefficient of the features). The formula for calculating the GINI index is as [16], [17]:  

 

𝐺𝐼𝑚 = 1 − ∑ 𝑝𝑚𝑘
2|𝐾|

𝑘=1  (1) 

 

where: K denotes the total number of categories, while Pmk represents the proportion of class k within the 

node m. The formula for calculating the centroid distance is as follows [18], [19]: 

 

𝐷𝑚𝑒𝑎𝑛(𝐶𝑖 ，𝐶𝑗) = |
1

|𝐶𝑖|
∑ 𝑝𝑝∈𝐶𝑖

−
1

|𝐶𝑗|
∑ 𝑞𝑞∈𝐶𝑗

| (2) 

 

where: |𝐶𝑖| is the number of objects in class 𝐶𝑖, and |𝐶𝑗|is the number of objects in class 𝐶𝑗. 

In hierarchical clustering, the distance matrix DM is represented by the similarity between features 

(the difference of GINI coefficients), as shown in the following formula [20]: 
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𝐷𝑀 = [

𝐺1,1 ⋯ 𝐺1,𝑚

⋮ ⋱ ⋮
𝐺𝑚,1 ⋯ 𝐺𝑚,𝑚

] (3) 

 

Where: m represents the number of features. 

This matrix represents the difference in GINI coefficient between each pair of features. This matrix 

is a symmetric matrix. Therefore, only the upper triangle of the matrix needs to be calculated. It reduces the 

time and space complexity. The minimum value in the matrix is selected and a merging operation is 

performed. There are three cases: 

- Gij is the GINI difference between two individual features. This is the most similar pair of features. Merge 

the two features into one cluster. 

- Gij is the GINI difference between a feature and the centroid of a cluster. The feature is similar to the 

features in the cluster. Add the feature to the cluster. 

- Gij is the GINI difference between the centroids of the two clusters. The features in the two clusters are 

similar. Merge the two clusters. 

 

 

 
 

Figure 2. The flowchart of feature clustering 

 

 

2.2.  Feature extraction 

After features are clustered, those features with similar classification capabilities are grouped into  

a cluster. Then, the features are randomly sampled from each cluster in proportion. These features are more 

representative and unbiased. A decision tree is built using these features. The process is repeated until the RF 

reaches its predetermined size. The steps for feature proportional sampling are as follows: 

- All features are divided into several layers. 

- Based on the total number of features N and the number of features per layer ni, calculate the sampling 

ratio for each layer: 𝑊 =
𝑛𝑖

𝑁
. 

- The number of features to be sampled for each layer is calculated as NUM=W*n, and the total number of 

features sampled in all layers should be n. 

- Features are randomly sampled from each layer based on the determined number, and the resulting 

sample set contains a total of n features. 

The formula for feature proportional extraction is [21], [22]: 

 

𝑁𝐹 = ∑
𝐶𝑖

𝑀

𝐹
𝑖=1 ∗ 𝑚  (4) 
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Where: F is the total number of clusters, 𝐶𝑖 is the number of features in the i-th cluster, M is the total number 

of features, and m is the number of features to be extracted. 

 

 

3. RESULTS AND DISCUSSION  

As shown in Table 1, this experiment selected 7 different neighborhoods and different scale datasets 

from UCI. The experiment used ten-fold cross-validation. The experiment compared the comprehensive 

performance of the SVM, CART, RF and HCRF. Accuracy, precision, recall, F1-score, and running time 

were used as evaluation indicators [13], [23]. The experimental environment is Windows 11 operating system 

(64-bit), Intel(R) Core(TM) i7-10510U CPU, 16 GB of RAM, and Visual Studio Code. The programming 

language is Python 3.0. T 

His experiment selects two parameters of RF for parameter tuning, namely n_estimators and 

max_depth. The parameter n_estimators is the number of decision trees that are built by RF, and if the value 

is too small, it will result in insufficient training. If the value is too large, it will increase the computational 

complexity and lead to overfitting. The parameter max_depth is the maximum depth of the decision tree. The 

parameter min_sample is set to 1, and max_features is set to sqrt(n_features) [24].  

Based on the computational power of the experimental environment and the scale of the dataset, the 

parameter setting standard is the feature size. The initial parameter setting values are as follows: for small-

scale datasets, n_estimators is set to 10, 100, 200, and max_depth is set to 5, 20, 30, 35. For medium- and 

large-scale datasets, n_estimators is set to 10, 50, 100, and max_depth is set to 5, 10, 20, 30 [25]. Table 2 

shows the optimal parameter values for each dataset after parameter tuning. 

 

 

Table 1. The descriptions of all datasets 
ID DataSet Feature size Sample size Class size Feature scale Sample scale Balance DOI 

1 SPECT 22 267 2 Small Small unbalance 10.24432/C5P304 

2 Sports 59 1000 2 Small Middle balance 10.24432/C5801R 

3 SCADI 205 70 7 Middle Small unbalance 10.24432/C5C89G 

4 DARWIN 451 174 2 Middle Small balance 10.24432/C55D0K 

5 CNAE-9 856 1080 9 Middle Middle balance 10.24432/C51G7P 

6 Period 1177 90 2 Large Small unbalance 10.24432/C5B31D 

7 MicroMass 1300 571 20 Large Middle balance 10.24432/C5T61S 

 

 

Table 2. Best parameters of RF on all datasets 
ID DataSet n_estimators max_depth 

1 SPECT 200 5 

2 Sports 50 10 

3 SCADI 10 30 

4 DARWIN 50 20 

5 CNAE-9 100 30 

6 Period 100 30 

7 MicroMass 100 20 

 

 

Figures 3-6 compares the accuracy, precision, recall, and F1 scores of the four models on seven 

datasets. As shown in Figure 3, the accuracy of the HCRF is the highest value on six datasets, indicating that 

the accuracy of the HCRF is higher than the other three models. The accuracy of HCRF is improved by 

0.1%-6.32% compared to SVM, and by 0.18%-1.76% compared to RF. In Figures 4-6, the precision, recall, 

and F1 scores of HCRF have been improved to varying degrees, with a similar trend. Therefore, it can be 

proved that the optimization method proposed in this study has improved the quality of the feature subset and 

improved the generalization ability, and improved the accuracy and overall performance of RF. The 

experimental results have verified that the optimization process proposed is effective and has achieved the 

research objectives.  

The above results include small, medium, and high-dimensional datasets, and HCRF has excellent 

performance on each dataset. Therefore, it can be proved that the HCRF is suitable for small, medium, and 

high-dimensional datasets and has broad applicability. 

Table 3 shows the running times of the four models on the seven datasets. Figure 7 shows the trend 

of the model's running time. It is easy to see that the running time of the HCRF is less than that of the RF. 

Although the running time of HCRF is slightly longer than that of CART, it is because HCRF builds 100 

CARTs. But the time does not increase by 100 times. This shows that HCRF has a higher advantage in terms 
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of time complexity. Therefore, the HCRF algorithm also has higher application value and can be applied in a 

wider range of fields. 

 

 

 
 

Figure 3. Comparison of accuracy among four models 

 

 

 
 

Figure 4. Comparison of precision among four models 

 

 

 
 

Figure 5. Comparison of recall among four models 
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Figure 6. Comparison of F1 scores among four models 

 

 

Table 3. Running times of four models 
 SVM CART RF HCRF 

SPECT 2.79 3.11 10.17 10.09 

Sports  70.34 116.61 212.14 209.78 

SCADI 7.53 3.01 2.18 2.39 

DARWIN 16.89 110.39 217.91 130.95 

CNAE-9 112.32 173.58 298.56 233.06 

period 11.65 121.44 188.61 138.30 

MicroMass 61.47 538.28 607.47 485.37 

 

 

 
 

Figure 7. Comparison of running times in four models 

 

 

4. CONCLUSION  
In response to the issues of correlation and redundancy among features, and the quality of randomly 

selecting features in RF, this study optimizes the RF and proposes an HCRF algorithm based on hierarchical 

clustering. The experimental results show that the accuracy of the HCRF is improved by 0.1%-15.27% 

compared to the other three models. Among the 6 datasets, the accuracy, precision, recall, and F1 value of the 

HCRF are the highest. For the 6 datasets including the high-dimensional dataset period and MicroMass, the 

HCRF requires less time than the RF, demonstrating its significant advantage in time complexity. The 

experimental results prove that the HCRF achieves the predefined research objectives: reducing the influence 

of feature correlation and redundancy on the model, and improving the model's generalization ability and 

overall performance. In the future, further research will explore refining the details of clustering to achieve 

higher accuracy and improved time complexity, thereby enhancing its practical value. 
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