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 Glaucoma is one of the common causes of blindness in the current world. 

Glaucoma is a blinding optic neuropathy characterized by the degeneration 

of retinal ganglion cells (RGCs). Accurate diagnosis and monitoring of 

glaucoma are challenging task through eye examinations and additional 

tests. To achieve accurate diagnosis of glaucoma with higher sensitivity and 

specificity, novel method called Weierstrass scale space representation and 

composite dilated U-net based convolution (WSSR-CDC) is introduced. At 

first, the Weierstrass transform scale space representation is employed to 

enhance image structures at various scales with higher accuracy of region of 

interest (ROI) detection using Euler’s identity. Next, CDC model is utilized 

with several layers. In input layer, preprocessed input images are taken as 

input. Fragment derivative are formulated for every preprocessed input. Log 

cosh dice loss function and optic cup to disc ratio are computed for 

segmented glaucoma detected results. With this, the accurate diagnosis of 

glaucoma is made with minimal error. The WSSR-CDC method was 

evaluated using the glaucoma fundus imaging dataset with several factors. 

The results show that the WSSR-CDC method outperforms conventional 

techniques, improving accuracy by 24% and sensitivity by 18%.  

It demonstrates promising results in fast, accurate, diagnosis of glaucoma. 
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1. INTRODUCTION 

One of the paramount sources of blindness creating optic nerve damage is glaucoma. If undiagnosed 

timely, glaucoma brings about irreversible destruction to the optic nerve resulting in blindness. Usually, 

ophthalmologists conduct disease diagnosis through retinal scrutiny of broadened pupils by means of 

segmentation. Machine learning techniques, hitherto now being steered and vigorous necessitates automated 

solutions. The optic nerve head inspection that necessitates quantification of cup-to-disc ratio (CDR) is 

contemplated as the most pertinent technique of glaucoma disease diagnosis. Owing to this, deep learning 

(DL) techniques as a consequence of self-learning can institute automated diagnostic courses of actions in 

minimal time. Contrast limited adaptive histogram equalization (CLAHE) was utilized as a preprocessing 

step in multi-feature deep learning (MFDL) was developed by Xue et al. [1] to carry on comparison images 

compatible as well as regularize clarification across images in the database therefore improving true positive 

rate of glaucoma detection. However, image structures are different scales was not focused, therefore 

compromising the accuracy of region of interest (ROI) detection. A new multi-task DL method which 

influences correlations of associated eye-fundus tasks and quantifications utilized in glaucoma analysis was 

https://creativecommons.org/licenses/by-sa/4.0/
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presented by Pascal et al. [2]. With this the probability that the method ranked a random positive sample was 

more than a random negative sample, therefore improve the area under the receiver operating characteristic 

(ROC) curve significantly. However, with the sparse potentiality in segmenting edge features and inadequate 

extraction of position information, therefore causing image diagnostic errors. 

The above conventional methods are illustrated in major problems including minimum accuracy, 

higher error, and failure to provide accurate glaucoma detection and sensitivity and specificity were not 

considered. Forementioned issues and results factor, in this work a method called, Weierstrass scale space 

representation and composite dilated U-Net based convolution (WSSR-CDC) for glaucoma detection is 

introduced. To improve sensitivity as well as specificity of glaucoma recognition, to aid in differentiating 

true pathology from normal variability, the WSSR-CDC technique is designed. WSSR-CDC technique is 

developed through preprocessing and segmentation on contrary to conventional work which employs 

normalizing the illumination across the images.  

The rest of the paper is ordered as follows. Section 2 portrays the related works. In section 3, the 

methodology of research is detailed. The experimental settings are provided and implementation details are 

presented in section 4. In section 4, the result analysis is discussed. Finally, section 5 describes the 

conclusion of the paper. 

 

 

2. LITERATURE SURVEY 

A DL algorithm employing convolutional neural network (CNN) based glaucoma detection to focus 

on the diagnostic error was presented by Kim et al. [3]. However, the memory consumed in storing the 

intermediate classified results was found to be higher. To focus on this issue, a CNN-based fully automated 

mechanism for glaucoma detection was presented by Saha et al. [4]. Despite improvement in terms of 

glaucoma detection, the time consumption was not focused. However, early glaucoma detection can even 

stop the vision loss. With this objective two phases focusing localization via optic disc and accordingly 

diagnosing glaucoma via network model was presented by Latif et al. [5]. Through this kind of localization 

method ensured accuracy but also minimized the computation cost in an extensive manner. Deep neural 

network has brought about encouraging results for detection of glaucoma in an automatic manner fundus 

images. However, the inherent inconsistency across glaucoma datasets is demanding for data-driven neural 

network mechanisms. This inconsistency results in the domain gap that influences model performance and 

decreases model generalization potentiality. Yan et al. [6], a mix up domain adaptation mechanism was 

designed that traverses’ domain adaptation with domain mixup with the purpose of enhancing the overall 

model performance across different glaucoma datasets. However, another technique to focus on sensitivity as 

well as specificity employing logistic regression-based model was designed by Thanki [7] for efficient retinal 

fundus classification. Conventional diagnostic methods are found to be laborious and time consuming and 

frequently inaccurate, hence making glaucoma diagnosis in an accurate manner. To bridge this gap an 

automated glaucoma stage classification method employing pre-trained deep CNN model and classifier 

fusion. With this model not only accuracy was ensured but also resulted in early recognition. Review of DL 

methods was examined by Velpula and Sharma [8] for early glaucoma detection. Glaucoma detection 

manually is demanding part which needs proficiency as well as years of experience. Ajitha et al. [9],  

a dominant and precise algorithm employing a CNN for automatic diagnosis of glaucoma was proposed. By 

employing this Dl technique improved the sensitivity and specificity in an extensive manner. Performance 

assessment of several DL techniques in predicting glaucoma via three distinct optimization algorithms was 

proposed by Singh et al. [10].  

However, prevailing methods chiefly depend on a substantial amount of labeled data that is a 

demanding constraint for glaucoma detection. To address on this aspect, transfer induced attention network 

(TIA-Net) was presented by Xu et al. [11] for automatic glaucoma detection. People agonizing as of 

glaucoma frequently not observe some modify in vision at premature phases. Nevertheless, with its 

progression, glaucoma specifically results in vision loss that is also found to be irreversible in several cases. 

As a result, early diagnosis is of critical importance. Also obtaining accurate insights are also found to be a 

time-consuming process. D’Souza et al. [12], parameter-effective AlterNet-K method taking into 

consideration alternating design pattern integrating residual networks (ResNets) as well as multi-head self-

attention (MSA) was proposed. By employing this integration model resulted in the overall improvement in 

generalization. Despite improvement in generalization accuracy was not focused. An ensemble of selection 

methods was proposed by Pathan et al. [13] using directional filter and dynamic selection techniques. It 

enhanced in general sensitivity in an extensive method. Preceding research works have shown that owing to 

missed diagnosis the likelihood of progression from ocular hypertension to unilateral vision loss is increasing 

gradually. Due to this, early glaucoma diagnosis is essential to ward off disease progression and vision loss. 

A combined CNN and recurrent neural network (RNN) were designed by Gheisari et al. [14] that through aid 

https://en.wikipedia.org/wiki/Weierstrass_transform
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of both spatial and temporal features enhanced early glaucoma detection. Yet another automated mechanism 

employing CNN was proposed by Schuster et al. [15] with improved sensitivity and specificity. However 

diagnostic error was not considered. Human vision has motivated notable developments in computer vision 

however, the human is said to be highly susceptible to several silent eye diseases. With the evolution of DL 

techniques, computer vision for human eye disease detection has received importance but most research work 

has concentrated on a constrained number of eye diseases. A two-phase localization via ODGNet was 

designed Latif et al. [16]. Also, by employing the saliency map resulted in the minimization of computation 

cost significantly.  

CDR was measured by Sevastopolsky et al. [17] employing U-net CNN that in turn reduced the 

prediction time considerably. Yet another method to boost the learning efficiency employing D-S evidence 

theory was presented by Du et al. [18] that in turn improved recognition capability. A multi-feature analysis 

was performed by Akter et al. [19] using logistic regression to focus on the accuracy aspect. Glaucoma is the 

principal a leading inducement of irreversible blindness globally, influencing millions of people. Early 

diagnosis is crucial to minimize visual loss and numerous methods are utilized for detection of glaucoma. 

Puchaicela-Lozano et al. [20], hybrid technique for glaucoma fundus image localization employing pre-

trained R-CNN as well as segmentation employing C2D area was presented. By employing the cup-to-disk 

area for segmentation resulted in an improvement of accuracy. Yet another transformative approach to 

glaucoma detection employing CNN was investigated by Haja and Mahadevappa [21]. As glaucoma 

materializes in later stages and it is a slow disease, detailed screening and detection is essential to keep away 

from vision forfeiture. Mahum et al. [22], for detecting glaucoma at early stages using DL-based feature 

extraction was presented. Challenges in artificial intelligence for glaucoma detection were investigated by 

Huang et al. [23]. Human’s grading was simulated with DL by Lin et al. [24] employing automated 

diagnosing mechanism. With this type of simulation enhanced clinical glaucoma diagnosis. Multimodal 

dataset was employed by Li et al. [25]. 

 

 

3. METHOD 

Glaucoma is a disease which concern optic nerve caused through abnormally high pressure at the 

eye and is also considered as one of the major sources of blindness for people irrespective of the age, more 

frequent in older adults. Glaucoma increases CDR, exerting influence on peripheral vision loss. Accurate and 

precise glaucoma detection in digital fundus images is however an open topic as far as biomedical image 

processing is concerned. Hence, early glaucoma detection in retinal fundus image is crucial for 

circumventing from the vision loss. In this work a method called, WSSR-CDC is designed. 

As illustrated in Figure 1, the proposed WSSR-CDC method. The input images are obtained from 

the glaucoma fundus image dataset. The sample images are then subjected to preprocessing and segmentation 

employing WSSR-CDC. Initially, preprocessing is performed by applying WSSR to generate scale-invariant 

preprocessed images with higher sensitivity. Second, the preprocessed sample images are subjected to a 

segmentation model called, CDC with various layers such as input, hidden, and output layers. Preprocessed 

input images are considered as input in the input layer. These layers are sent to the hidden layer. Fragment 

rectified linear unit (FReLU) activation and sigmoid function are employed in the hidden layer. Next, in the 

output layer, diagnostic error is minimized via the log cosh dice loss function. The optic CDR is determined 

for segmented glaucoma detected results. With this convolution model improved ROI detection is ensured in 

an accurate and precise manner. This process of the WSSR-CDC is explained in the following subsections.  

 

 

 
 

Figure 1. Block diagram of WSSR-CDC 
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3.1.  Weierstrass transform scale space representation-based preprocessing 

In the region of image analysis as well as disease diagnosis, the conception of scale space 

representation (SSR) is utilized for processing image information at numerous scales and to be more specific 

enhance image aspects. Special kind of SSR is given through Weierstrass approximation, wherever image 

information is subjected to convolution through gaussian function. The majority of theory for Weierstrass 

approximation scale space contract through continuous images, considering that single as executing this 

contain to face detail which mainly measurement information is discrete. Therefore, this Weierstrass 

approximation scale space contract solves the issue to discretize continuous images as preserving which leads 

to the selection of Weierstrass transform scale space representation-based preprocessing model. The 

Weierstrass transform scale space representation not only improves the image structures at different scales 

but also enhances the accuracy of ROI detection considerably via Euler’s identity. Figure 2 shows the 

structure of the Weierstrass transform scale space representation-based preprocessing model. 

 

 

 
 

Figure 2. Structure of Weierstrass transform scale space representation-based preprocessing model 

 

 

As illustrated in the Figure 2, let us consider the raw images obtained from the glaucoma fundus 

imaging datasets. The input images as illustrated in Figure 2 are subjected separately to discrete and 

continuous scale space representations. Finally, the values are averaged using Weierstrass transform function 

therefore forming scale-invariant preprocessed image structures as output. Let us consider a gaussian SSR of  

N-dimensional sample image represented as (1) and (2). 

 

𝑓𝐶,𝐷(𝑆𝐼1, 𝑆𝐼2, … , 𝑆𝐼𝑛 , 𝑡) (1) 

 

𝐺𝐶,𝐷(𝑆𝐼1, 𝑆𝐼2, … , 𝑆𝐼𝑛 , 𝑡) (2) 

 

From the (1) and (2) gaussian scale space representation of a sample image ‘𝑆𝐼’ is obtained by 

convolving both the continuous and discrete representation of images ‘𝑓𝐶,𝐷’ based on the scale parameter ‘𝑡’. 

As the (1) and (2) though formulated both for continuous and discrete forms of image representations 

however in practicality is not possible to apply similar scale space for both types of image representations. 

Hence, based on the separability characteristics of gaussian SSR, discrete and continuous representation of 

images of image structures at different scales is formulated as (3) to (5). 

https://en.wikipedia.org/wiki/Weierstrass_transform
https://en.wikipedia.org/wiki/Image_analysis
https://en.wikipedia.org/wiki/Weierstrass_transform
https://en.wikipedia.org/wiki/Weierstrass_transform
https://en.wikipedia.org/wiki/Weierstrass_transform
https://en.wikipedia.org/wiki/Weierstrass_transform
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𝐶𝑆𝑆(𝑆𝐼, 𝑡) = ∑ 𝑓(𝑆𝐼 − 𝑛)𝐺(𝑛, 𝑡) (3) 

 

𝐺(𝑛, 𝑡) = ∑
1

√2𝜋𝑡
𝑒𝑖𝑆𝐼𝑛

𝑖=1  (4) 

 

𝑒𝑖𝑆𝐼 = cos(𝑆𝐼) + 𝑖 sin(𝑆𝐼) (5) 

 

From the (3) and (4), using Euler’s identity obtained from (5) truncates at the end to generate a filtered result 

with finite impulse response therefore generating continuous scale space representation results. 

 

𝐷𝑆𝑆(𝑆𝐼, 𝑡) = ∑ 𝑓(𝑆𝐼 − 𝑛)𝑇(𝑛, 𝑡) (6) 

 

𝑇(𝑛, 𝑡) = 𝑒𝑖𝑆𝐼𝐵𝑛(𝑡) (7) 

 

𝐵𝑛(𝑡) = 𝑎2 𝑑2𝑏

𝑑𝑎2 + 𝑎
𝑑𝑏

𝑑𝑎
+ (𝑎2 − 𝑎)𝑏 = 0 (8) 

 

From the (6) and (7), using the Bessel function obtained from (8) for discrete scale space 

representation. Weierstrass transform function is applied to average the values of continuous scale space and 

discrete SSR results. This is formulated as (9). 

 

𝑃𝑅 = 𝑊𝑇𝐹(𝑆𝐼) =
1

√4𝜋
∫ 𝑓(𝑦)𝑒−

(𝑆𝐼−𝑦)2

4
+∞

−∞
𝑑𝑦, 𝑤ℎ𝑒𝑟𝑒 𝑦 = 𝐶𝑆𝑆(𝑆𝐼, 𝑡). 𝐷𝑆𝑆(𝑆𝐼, 𝑡) (9) 

 

From the results (9) image structures at different scales are enhanced therefore ensuring the accuracy of ROI 

detection in extensive way. 

Algorithm 1 describes the step-by-step process of Weierstrass transform scale space representation-

based preprocessing. In the algorithm, through sample image obtained from the raw glaucoma fundus 

imaging dataset gaussian SSR of ‘N-dimension’ sample image is initially formulated. Second, continuous 

SSR and discrete SSR via Euler’s identity and Weierstrass transform function separately. Finally, both the 

scale representation results are combined to obtain preprocessed results that in turn ensure the accuracy of 

ROI detection in a significant manner. 

 

Algorithm 1. Weierstrass transform scale space representation-based preprocessing 
Input: Dataset ‘𝐷𝑆’, Sample Image ‘𝑆𝐼 = {𝑆𝐼1, 𝑆𝐼2, … , 𝑆𝐼𝑛}’ 

Output: scale space-efficient preprocessed results ‘𝑃𝑅’ 
1: Initialize ‘𝑛’, scale parameter ‘𝑡’ 
2: Begin 

3: For each Dataset ‘𝐷𝑆’ with Sample Image ‘𝑆𝐼’ 
4: Formulate Gaussian Scale Space Representation of an N-dimensional sample image as given 

in equations (1) and (2)  

5: Measure continuous scale space representation results as given in equations (3), (4) and 

(5) 

6: Measure discrete scale space representation results as given in equations (6), (7) and 

(8) 

7: Generate preprocessed results by applying Weierstrass Transform function as given in 

equation (9) 

8: Return preprocessed results ‘𝑃𝑅’ 
9: End for 

10: End  

 

3.2.  Composite dilated U-net convolution-based segmentation  

Segmentation of retinal blood vessels is regarded as an efficient mechanism for diagnosing ocular 

diseases to large extent glaucoma disease detection. Segmentation of blood vessels is performed by 

employing CDC model. Here segmentation is performed for the preprocessed sample input image to identify 

glaucoma by the CDR evaluation. With the preprocessed image results as input, automatic optic disc as well 

as cup segmentation depend on DL such as CDC model is designed. By using CDC model edge features are 

retained and also image diagnostic error is improved by means of log cosh dice loss function. The block 

diagram of the CDC-based segmentation model is described in Figure 3. 

Figure 3 demonstrates the block diagram of the CDC-based segmentation model. This model 

includes input layer, hidden layer, and output layer. At first, the preprocessed sample input image (i.e., 

preprocessed result ‘𝑃𝑅’) is taken through the convolutional layer. Moreover, FReLU activation is utilized in 

hidden layer whereas the sigmoid function is used to output layer. Two processes are carried out such as log 

https://en.wikipedia.org/wiki/Weierstrass_transform
https://en.wikipedia.org/wiki/Weierstrass_transform
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cosh dice loss function and optic cup to disc ratio in the output layer. The glaucoma diagnosis is made in an 

accurate manner. 

 

 

 
 

Figure 3. Block diagram of CDC-based segmentation model 

 

 

FReLU being a linear function with the input being positive, the output value is the same as the 

input value. On contrary, the output of zero is produced and is mathematically expressed as (10). 

 

𝑅1(𝑃𝑅) = max(0, 𝑃𝑅) (10) 

 

From the (10), ‘𝑃𝑅’ forms the input or the preprocessed results provided as input. Then, the above function 

satisfying duality condition is stated as (11).  

 

𝑅1(𝑆𝐼) = {
𝑆𝐼, 𝑖𝑓𝑆𝐼 > 0
0, 𝑖𝑓𝑆𝐼 ≤ 0

 (11) 

 

This architecture included two paths, namely, contracting path and expansion path respectively. 

Both of them applied the FReLU as the activation function. By applying this function has the advantage of 

determining the segmented portions in an accurate and precise manner for glaucoma detection. On one hand, 

the feature extraction is performed by the contracting path whereas the segmentation mapped results are 

obtained by synthesizing the spatial information with high resolution features. In contracting path, two 

convolution layers of ‘3 ×  3’ are repeated.  

Moreover, maxpooling of ‘2 ×  2’ is carried out. In each step in constricting path, number of aspect 

channels is enhanced moderately from ‘16 𝑡𝑜 256’. Conversely, in the expansion path, the number of feature 

channels is reduced from ‘256 𝑡𝑜 16’. Additionally, the maxpooling layer of ‘2 ×  2’ and two convolution 

layers of ‘3 ×  3’ are performed consecutively. Next, the fragment derivative for preprocessed result for the 

first derivative, second derivative ‘2’ and ‘𝑛 − 𝑡ℎ’ derivative to increase the resolution of the outputs via 

composite dilation is stated as (11) to (13).  

 

𝑓(𝑆𝐼) = 𝑆𝐼𝑘 → 𝐷𝑓(𝑆𝐼) =
𝑑

𝑑𝑆𝐼
𝑓(𝑆𝐼) = 𝑘𝑆𝐼𝑘−1 (11) 

 

𝐷2𝑓(𝑆𝐼)
𝑑2

𝑑𝑆𝐼2 𝑓(𝑆𝐼) = 𝑘(𝑘 − 1)𝑆𝐼𝑘−2 (12) 

 

𝐷𝑛𝑓(𝑆𝐼)
𝑑𝑛

𝑑𝑆𝐼𝑛 𝑓(𝑆𝐼) = 𝑘(𝑘 − 1)𝑆𝐼𝑘−𝑛 (13) 

 

Then the FReLU is stated as (14).  
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𝑅𝑒𝑠 = 𝐹𝑅𝑒𝐿𝑈 = {

𝑘!

(𝑘−𝑛)!
𝑆𝐼𝑘−𝑛; 𝑖𝑓𝑆𝐼 > 0

0; 𝑖𝑓𝑆𝐼 ≤ 0
 (14) 

 

Next, with obtained activation results in hidden layer via ‘𝑅𝑒𝑠’ as provided (14), to obtain higher 

segmentation performance results, log cosh dice loss function is formulated as (15).  

 

cos ℎ(𝑅𝑒𝑠) = log cos (
𝑒𝑅𝑒𝑠+𝑒−𝑅𝑒𝑠

2
) (15) 

 

Finally, the most extensively utilized measured for glaucoma detection, namely, using optic CDR is 

most widely used feature for glaucoma detection. The reason behind the employment of CDR is that the 

phenomenon of cupping is said to occur upon prevalence of certain considerable amount of strain churned 

out in the retina. The CDR here is measured taking into considerations the area of OC and OD.  

It mathematically formulated as (16). 

 

𝐶𝐷𝑅 = 2 ∗ [
𝐴𝑟𝑒𝑎𝑐𝑢𝑝[𝑅𝑒𝑠]

𝐴𝑟𝑒𝑎𝑑𝑖𝑠𝑐[𝑅𝑒𝑠]
] (16) 

 

From (16) 𝐶𝐷𝑅 is formulated depend on area of cup ‘𝐴𝑟𝑒𝑎𝑐𝑢𝑝’ and area of disc ‘𝐴𝑟𝑒𝑎𝑑𝑖𝑠𝑐’ with respect to 

the resultant images obtained in ‘𝑅𝑒𝑠’ respectively. According to the resultant values obtained in (16), the 

output in the output layer is generated by either glaucomatous or healthy image results. The pseudo code 

representation of CDC-based segmentation is given in Algorithm 2. 

 

Algorithm 2. CDC-based segmentation for glaucoma detection 
Input: Dataset ‘𝐷𝑆’ 
Output: Early glaucoma detection  

1: Initialize ‘𝑛’, preprocessed results ‘𝑃𝑅’ 
2: Begin 

3: For each Dataset ‘𝐷𝑆’ with preprocessed results ‘𝑃𝑅’ 
//Input layer  

4: Provide preprocessed results ‘𝑃𝑅’ as input  
//Hidden layer 

5: Formulate ReLU activation for each preprocessed results ‘𝑃𝑅’ as given in equations (10) 
and (11)  

6: Formulate fragment derivative for preprocessed result as given in equations (11), (12) 

and (13) 

7: Formulate FReLU activation function as given in equation (14) 

//Output layer  

8: Measure log cosh dice loss function as given in equation (15) 

9: Measure optic cup to disc ratio as given in equation (16) 

10: If ‘𝑉𝑎𝑙[𝐶𝐷𝑅] ≥ 0.5’ 
11: Then glaucomatous image  

12: End if 

13: If ‘𝑉𝑎𝑙[𝐶𝐷𝑅] < 0.5’ 
14: Then healthy image  

15: End for  

16: End 

 

The CDC-based segmentation is illustrated in Algorithm 2. As given in algorithm 2, to ensure early 

glaucoma detection with minimal error, first, the preprocessed input images are given as input to the input 

layer. Second, in hidden layer fragment derivative for each preprocessed input are obtained. Lastly, in the 

output layer two processes are carried out, first, log cosh dice loss function is applied to reduce the diagnostic 

error and then optic CDR is evaluated to obtain the segmented glaucoma detected results in an accurate and 

precise manner.  

 

 

4. RESULTS AND DISCUSSION 

The proposed WSSR-CDC for glaucoma detection is evaluated using Python high-level 

programming-language and results are compared with the previous works such as, multi-feature MFDL [1] 

and multi-task DL [2]. The aim of the proposed WSSR-CDC is to achieve accurate glaucoma detection with 

maximum accuracy and lesser diagnostic error. Based on the objective, the existing methods such as MFDL [1] 
and multi-task DL [2] are taken as base paper. These two base papers are explained to understand the 

proposed method. The existing DL methods were designed for glaucoma detection. However, the accuracy 

was not enhanced, diagnostic error was not reduced. The proposed method concept is derived by considering 
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the problems of these base papers. The drawbacks of these methods are effectively convinced by 

implementing the proposed method. In addition, the results are evaluated based on the metrics such as 

sensitivity, specificity, image diagnostic error and accuracy using the glaucoma fundus imaging dataset 

extracted from https://www.kaggle.com/datasets/arnavjain1/glaucoma-datasets. The performance of the 

WSSR-CDC method is compared with the other competing methods, MFDL [1] and multi-task DL [2] and 

validated.  

 

4.1.  Implementation details 

We developed an early glaucoma detection method called WSSR-CDC with improved precision and 

accuracy: 

− The WSSR-CDC method comprises two sections, namely, preprocessing and segmentation.  

− The WSSR-CDC method is compared with two existing methods, MFDL [1] and multi-task DL [2] using 

a glaucoma fundus imaging dataset to validate the results.  

− Initially, the fundus images are obtained as input from the dataset. The images were subjected to 

preprocessing and segmentation for early glaucoma detection.  

− In the first part, the Weierstrass transform scale space representation-based preprocessing model is 

employed to process image structures at different scales via Euler’s identity.  

− Second, a DL model employing CDC model is utilized to preprocessed noise image. The process 

undergoes contracting and expansion separately. Also to minimize diagnostic error, log cosh dice loss 

function is applied. Finally, using optic CDR glaucoma detection is made in extensive manner.  

According to the above implementation patterns, four different evaluation metrics are detailed in the next 

section.  

 

4.2.  Discussion  

First, sensitivity test is performed to measure its ability to determine the patient cases correctly (i.e., 

glaucoma as glaucoma and healthy as healthy). To measure the sensitivity, rate the proportion or ratio of true 

positive in-patient cases has to be analyzed. To be more specific, sensitivity indicates the ratio of positives 

which are properly hypothesized. It is expressed as (17). 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (17) 

 

From the (17), sensitivity rate ‘𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦’, is calculateddepend on true positive cases ‘𝑇𝑃’ (i.e., healthy 

patient detected as healthy) as well as false negative cases ‘𝐹𝑁’ (i.e., healthy patient detected as glaucoma) 

respectively. Second, specificity or the probability of negative test results is evaluated. Specificity indicates 

the fraction of negatives that are accurately inferred and expressed as (18). 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
 (18) 

 

From (18), specificity ‘𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦’, rate is calculated, depend on true negative rate ‘𝑇𝑁’ (i.e., 

glaucoma patient detected as glaucoma) and the false positive ‘𝐹𝑃’ (i.e., glaucoma patient detected as 

healthy) rate respectively. Third, for assessing the significance of glaucoma detection one of the important 

performance metrics is accuracy. Accuracy is referred the ratio of proper forecast to total number of samples. 

It is formulated as (19).  

 

𝐴𝑐𝑐 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (19) 

 

From the (19), accuracy rate ‘𝐴𝑐𝑐’, is estimated by true positive rate ‘𝑇𝑃’, 𝑇𝑁, false positive rate 

𝐹𝑃 and 𝐹𝑁. It is calculated in percentage (%). Finally, diagnostic error or measure to validate the 

effectiveness of technique is formulated as (20).  

 

𝐷𝑖𝑎𝑔𝐸𝑟𝑟 = ∑
𝑆𝑊𝐷

𝑆𝑖

𝑛
𝑖=1 ∗ 100 (20) 

 

From the (20), the diagnostic error ‘𝐷𝑖𝑎𝑔𝐸𝑟𝑟’ is evaluated by samples ‘𝑆𝑖’ as well as samples wrongly 

detected ‘𝑆𝑊𝐷’ with healthy as glaucoma and glaucoma as healthy.  

Table 1 compares the outcomes of the WSSR-CDC technique of sensitivity with those other 

methods, MFDL [1] and multi-task DL [2] using the glaucoma fundus imaging dataset. The reason for 

https://en.wikipedia.org/wiki/Weierstrass_transform
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enhancing the sensitivity is to apply gaussian scale space representation. Here, the discrete and continuous 

representation of image structures at different scales was obtained using Euler's identity and Bessel function. 

This in turn improved the overall sensitivity of WSSR-CDC technique by 12% and 24% than the [1], [2]. 

Figure 4 illustrates a graphical depiction of specificity for 2,000 different sample images provided as 

input. Finally, continuous scale space and discrete scale space representations were combined using 

Weierstrass transform function that in turn ensures accuracy of ROI detection in a significant manner and 

therefore improving the specificity using WSSR-CDC technique by 8% and 14% than the [1], [2]. 

Table 2 compares the outcomes of the proposed WSSR-CDC method in terms of accuracy with 

those other methods, MFDL [1] and multi-task DL [2] using the glaucoma fundus imaging dataset. The two 

different activation functions are utilized in the hidden layer. The first activation function was the 

employment of FReLU where with the preprocessed result images as input, the fragment derivative for the 

first derivative was obtained and the second derivative was measured. Finally, ‘𝑛 − 𝑡ℎ’ derivative was 

formulated with the purpose of increasing the resolution of the outputs via composite dilation. This in turn 

reduced FP and FN rate and therefore improving overall accuracy of WSSR-CDC method by 8% upon 

comparison to [1] and 16% upon comparison to [2]. 

 

 

Table 1. Comparison of the performance of sensitivity of WSSR-CDC method with existing MFDL [1] and 

multi-task DL [2] 
Sample images Sensitivity 

WSSR-CDC MFDL multi-task DL 

200 0.9 0.84 0.77 

400 0.87 0.82 0.74 
600 0.85 0.8 0.71 

800 0.84 0.78 0.69 

1,000 0.83 0.75 0.66 
1,200 0.81 0.73 0.63 

1,400 0.78 0.7 0.6 

1,600 0.78 0.7 0.6 
1,800 0.82 0.72 0.65 

2,000 0.83 0.74 0.67 

 

 

 
 

Figure 4. Specificity versus sample images 

 

 

Table 2. Comparison of accuracy of the WSSR-CDC method, MFDL [1] and multi-task DL [2] 
Sample images Accuracy (%) 

WSSR-CDC MFDL multi-task DL 

200 0.94 0.88 0.83 
400 0.92 0.84 0.81 

600 0.88 0.82 0.78 

800 0.85 0.81 0.75 
1,000 0.83 0.78 0.71 

1,200 0.82 0.75 0.69 

1,400 0.82 0.75 0.69 
1,600 0.84 0.77 0.71 

1,800 0.86 0.79 0.73 

2,000 0.88 0.81 0.75 
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Figure 5 depicts a graphical depiction of the error rate when substituted in (20) for three methods 

WSSR-CDC, MFDL [1], and multi-task DL [2]. The reason was that by applying the log cosh dice loss 

function higher segmentation performance results were obtained. Next, based on the optic CDR segmented 

portions were analyzed for glaucoma and healthy images. This in turn reduced the wrongly detected results 

and therefore reduced the overall diagnostic error using the WSSR-CDC method by 26% and 37% than the [2]. 

The early stage of glaucoma identification is a crucial task to avoid blindness. Most convolution 

techniques are developed to determine eye disorders through fundus images. The existing methods are 

described in the major issues such as lesser accuracy, higher error, minimum sensitivity, the glaucoma 

identification performance was not improved, and failure to provide accurate results. To overcome the issues, 

in order to solve this issue, a novel WSSR-CDC method is needed for early disease detection. The major 

findings and outcome of the proposed WSSR-CDC method observed from the above results are as follows: 

− The proposed method addresses the early glaucoma detection in retinal fundus images by using 

Weierstrass transform scale space representation and CDC model. 

− The proposed method uses the Weierstrass transform scale space representation for performing 

preprocessing to create generate scale-invariant preprocessed images with higher sensitivity. 

− The proposed method employs CDC model for identifying to detecting glaucoma. 

− Log cosh dice loss function is utilized to decrease the diagnostic error. 

− The optic cup to disc ratio is measured to get the segmented glaucoma detected results. 

− The outcome of the proposed method achieves 24% of accuracy, 18% of sensitivity, 11% of specificity, 

and 32% of error as compared to existing works. 
 

 

 
 

Figure 5. Diagnostic errors versus sample images 
 

 

5. CONCLUSION  

In our work, the objective of the proposed WSSR-CDC for glaucoma detection using glaucoma 

fundus retinal images is to obtain accurate and precise glaucoma detected results. First, preprocessing using 

raw images was performed using Weierstrass transform scale space representation to obtain processed results 

at different scales. Next, with the preprocessed image results, segmentation for glaucoma detection was 

performed by means of CDC model. Here also composite dilated results were subjected to log cosh dice loss 

function with the objective of retaining the edge features with minimal diagnostic error. By incorporating 

these features into FReLU, excellent segmentation accuracy was achieved compared to preceding techniques. 

The proposed WSSR-CDC is to provide precise glaucoma results employing Weierstrass transform scale 

space representation based preprocessing model and CDC model for segmentation with minimum error and 

maximum accuracy and specificity. These findings have implications for identifying the glaucoma. 

Experiments were performed on the glaucoma fundus retinal image database to test the performance 

of the proposed technique and existing methods. The proposed WSSR-CDC is compared with the two 

existing methods (i.e. MFDL and multi-task DL). The results of the WSSR-CDC provide better performance 

with an improvement of accuracy by 24%, sensitivity by 18% specificity by 11%, and reduction of error by 

32% as compared to existing works. The proposed WSSR-CDC method achieves better accuracy and 

sensitivity with minimal diagnostic error than the conventional methods. In future work, the proposed method 

is further extended to use new research work for detecting the glaucoma results by using various convolution 

techniques. In addition, the feature selection is performed to extract the features with less time.  
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