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 Credit card fraud is an evolving problem with the fraudsters developing new 

technologies to perform fraud. Fraudsters have found diverse ways to make a 

fraud transaction to the card holder. Thus, detecting suspicious behavior of a 

card is critical for preventing fraudulent transactions to happen. Artificial 

intelligence techniques, in particular deep learning algorithms can tackle 

these credit card fraud attacks by identifying patterns that predict 

transactions as fraud or legitimate. One-dimensional convolutional neural 

network (1D CNN) and long short-term memory (LSTM) both performs 

well on the sequential data especially on transactions data, yet there are not 

many studies done on combining these two algorithms to make an effective 

fraud detection approach. However, the dataset is highly imbalanced 

containing only 492 fraud transaction out of two lacs transactions. In this 

experimental study, firstly datasets will get prepared by using different 

sampling techniques along with their hybrid techniques secondly, observing 

the performance of individual CNN and LSTM on the datasets, finally on 

those datasets in which CNN and LSTM are performing well, by 

implementing ensemble on those data. The performance of the ensembles is 

observed using the performance metrics namely accuracy, F1-score, 

precision and recall. In the proposed experimental study, getting the  

F1-score of 99.96% and 99.89% in ensemble: early fusion and ensemble: 

late fusion respectively. 
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1. INTRODUCTION 

With the digital transactions, modern baking is getting smart transactions over the internet. 

However, this ease of use has attracted malicious actors and increased concerns about credit card fraud. The 

potential financial losses are significant, with reports indicating billions of euros lost annually in Europe 

alone [1]. Fraudsters exploit various tactics, from compromising data on public Wi-Fi to utilizing 

underground marketplaces [2]. While researchers have developed numerous fraud detection methodologies, 
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they often struggle with high false positive rates and difficulty adapting to evolving fraud patterns [3], [4]. 

Additionally, traditional machine learning approaches raise concerns about data privacy. Deep learning 

algorithms such as convolutional neural networks (CNN) and long short-term memory (LSTM), have 

emerged as effective tools for detecting fraud by identifying intricate patterns and behaviors in transaction 

data. However, due to highly imbalanced nature of the credit card data, implementing these algorithms poses 

a significant challenge. 

While, individual studies have shown promising results in fraud detection using CNNs and LSTMs, 

there is limited research on combining these two algorithms to build a powerful ensemble for fraud  

detection [5]. This experimental study aims to address this gap by building an efficient ensemble through 

ensemble through early and late fusions of CNNs and LSTMs. To account for the imbalanced dataset, various 

sampling techniques are incorporated, including hybrid sampling methods, to evaluate model performance 

under different circumstances. 

 

 

2. METHOD 

The proposed method and implementation include various key points which are listed here capable 

of making the system efficient for useful transactions. Executive summary: credit card fraud is an evolving 

problem which can cost businesses and people money. This study investigates the viability of detecting credit 

card fraud using an ensemble model that combines LSTM with CNNs [6], [7]. This strategy may increase the 

accuracy of fraud detection by utilizing the advantages of both CNN and LSTM in processing sequential data 

and collecting spatial information. Project description: the projects objective is to use a CNN-LSTM 

ensemble model to design and assess a credit card fraud detection system. Credit card transaction data, 

comprising sequential (such as a transaction history) and static (such as cardholders’ details and location) 

information, will be processed by the system. Market analysis: financial institutions such as banks, credit 

card companies are looking to enhance their fraud detection skills are part of the target market. The global 

fraud losses are expected to reach $206 billion by 2025, indicating the scale of this market [8], [9]. Current 

fraud detection programs provided by security firms and financial institutions themselves are competitors. By 

combining the benefits of both CNNs and LSTMs, our suggested ensemble model may be advantageous in 

terms of increased detection rate. Technical feasibility includes: 

− Strengths: CNNs are particularly good at removing geographical characteristics, such as location, 

cardholder details from data. Transaction history is one type of sequential data that LSTMs are good at 

capturing temporal trends in. Fusing both models through ensemble learning may result in improved 

performance. 

− Challenges: due to the model’s intricacy, training will take a large amount of processing power. It can 

take a while to fine-tune the hyper-parameters for the CNN and LSTM components. For training to be 

effective, a sizeable, labeled credit card transaction dataset must be available. 

− Technical assets: a number of open-source frameworks, such as PyTorch and TensorFlow, can make a 

model development easier. Platform for cloud computing provide scalable resources for sophisticated 

model training. 

Figure 1 is able to show the flow of work or a plan for executing a task. Where the data set needs to 

be fetched first in order to get it into preprocessing [10], [11]. This will further move towards necessary 

implementation. And finally, the system will be able to show the results. CNN architectures that were created 

to handle the qualities of the dataset were used in the methodology used in this work. This approach 

established a foundational benchmark for the evaluation of more complex architectures. Deep CNNs: 

commonly referred to as CNNs, ConvNets, or DCNNs, are in the fields of computer vision and image 

processing because of their ability to interpret data in the form of many arrays. 

As seen in Figure 2, the first layer, which is often a convolutional layer, uses a set of mathematical 

operations to identify features including edges, textures, and shapes. Subsequently, the pooling layers reduce 

the spatial dimensions of the representation, thereby reducing the number of parameters and calculations 

within the network. The network usually consists of fully connected layers after several convolutional and 

pooling layers. These layers are typical neural network layers in which a learned weight connects each input 

to each output. To categorize or predict the output at this point, the network integrates all of the features that 

it has learned from the earlier layers. 

 

2.1.  Dataset 

In September 2013, European cardholders conducted credit card transactions that are included in the 

databases. There are 492 frauds out of 284,807 transactions in this dataset shown by Figures 3 and 4. The 

graph above demonstrates that the two most popular transaction methods are TRANSFER and CASH_OUT. 

It also demonstrates that fraud can only occur through these two methods. The model has identified false 
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positives but never let even a single false negative which is more important than FP. Since we can’t miss out 

a fraud transaction, but we can manage false positive results by investigating them. 

 

 

 
 

Figure 1. Plan for execution 

 

 

 
 

Figure 2. Deep convolutional neural networks 

 

 

  
 

Figure 3. Type of transaction 

 

Figure 4. Confusion matrix 

 

 

Experimental study adopted a deep learning approach to tackle credit card fraud detection. Here 

focused for two prominent models - CNNs and LSTMs. Then we’ll be building an ensemble of these models, 

namely ensemble early fusion: CNN-LSTM and ensemble late fusion: CNN-LSTM [12]. These models were 

chosen for their ability to learn complex patterns within credit card transactions dataset. To prepare the data 

for analysis from the highly imbalanced credit card fraud dataset implemented the series of preprocessing 

steps [13]. This includes main tasks like standardization, reshaping and then resampling. Following the data 
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preprocessing stage, later designed separate architectures for both CNN and LSTM. These architectures 

define the structure of the models, including the types of layers used, their activation functions [14]. Assess 

the performance of these models, utilized various evaluation metrics namely accuracy, recall, precision and 

F1-score. Finally, building ensembles namely ensemble early fusion: CNN-LSTM and ensemble late fusion: 

CNN-LSTM and then observing their performance using the performance metrics. 

 

2.2.  Test cases 

Here how the data was split into training, validation and testing sets, will get exploration. The 

training set is used to train the models, the validation set is used for hyper parameter tuning, and the testing 

set provides an independent measure of the model performance in the unseen data. Employed an 80-20 train-

test split strategy to divide our credit card transaction data. Here, 80% of the data was allocated for training 

the models, allowing them to learn the patterns within legitimate and fraudulent transactions. The remaining 

20% of the data was designated as the test set [15]. It is important to note that this 20% test set was further 

divided into a validation and a final testing set. A small portion of the initial 20% test data was used as the 

validation test [16]. This validation set played a crucial role in hyperparameter tuning. By evaluating models’ 

performance on the validation set during training, we could adjust hyper parameters like number of epochs or 

learning rate, to optimize the model’s performance without overfitting on the final testing set.  

The remaining portion of the initial 20% test data served as the final testing set, also shown by 

Figures 5 and 6. This unseen data provided a more objective evaluation of the model’s ability to generalize to 

real world scenarios. All models individual CNN, LSTM and their ensembles namely ensemble early fusion 

and ensemble late fusion were evaluated on the final testing set using the various performance metrics like 

accuracy, precision, recall, and F1-score. 

 

 

 
 

Figure 5. Train-test sets 

 

 

 
 

Figure 6. Validation sets 

 

 

3. RESULTS AND DISCUSSION 

By proposing and designing the model as per the theme of the proposed working system the 

efficiency is being increased and also showing better performance when comparing with various other 

models. Moreover, test cases are also listed in the paper to secure the code within the execution phase, and 

finally reach the optimal solution in terms of improved accuracy and efficiency of the system. With deep 

learning approach: due to the continuous nature outputs of the predict function, converted it into binary i.e  

0 or 1. By performing this conversion at three different thresholds that is at 0.5, 0.6 and 0.7. Out of which 

results in better performance, has been taken into account [17], [18]. According to numerical valued results, 

that must be only on synthetic minority over-sampling technique (SMOTE) data, Near Miss Under-sampling 

(NMUS) data, over sampled (OS) data, hybrid: OS-NMUS data and hybrid: SMOTE-NMUS data both 

models are showing exceptional results. Worst performance of CNN and LSTM has been observed in 

original and scaled data. OS data shows better performance of CNN and LSTM model are noted at thresholds 

0.7 and 0.5 respectively. In this case CNN outperforms LSTM with an accuracy and F1-score of 99.89% and 

99.89% respectively, with 100% recall [19].  

And also, can say that that CNN is properly classifying 56,916 transactions as fraud, 56,687 

transactions as legit, 123 legit transactions as fraud and 0 fraud transactions as legit. However, LSTM is 

properly classifying 55,224 transactions as fraud, 55,698 transactions as legit, 1,240 legit transactions as 

fraud and 1,564 fraud transactions as legit. Figures 7 to 16 are depicting the actual results along with the 

assumed test cases. SMOTE shows better performance of CNN and LSTM model are noted at thresholds 0.7 

and 0.5 respectively, where CNN again outperform LSTM with an accuracy and F1-score of 99.92% and 

99.92% respectively, with 100% recall. And also, can say that CNN is properly classifying 56,757 

transactions as fraud, 58,881 transactions as legit, 88 legit transactions as fraud and 0 fraud transactions as 

legit. However, LSTM is properly classifying 53,471 transactions as fraud, 55,962 transactions as legit, 1,006 
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legit transactions as fraud and 3,282 fraud transactions as legit. NMUS shows CNN outperforms LSTM as in 

case of CNN, getting all accuracy, F1-score, recall, and precision of 100%. And also, can say that CNN is 

properly classifying 92 transactions as fraud, 105 transactions as legit, 0 legit transactions as fraud and 0 

fraud transactions as legit [20]. However, LSTM is properly classifying 94 transactions as fraud, 116 

transactions as legit, 0 legit transactions as fraud and 2 fraud transactions as legit. On hybrid: OS-NMUS 

demonstrates the performance of the models on hybrid sampling dataset of OS-NMUS. Better performance 

of CNN and LSTM is noted at thresholds 0.7 and 0.5 respectively. Clearly CNN outperforms LSTM with an 

accuracy and F1-score of 99.89% and 99.84% respectively with 100% recall [21], [22]. And also, can say 

that CNN is properly classifying 5,734 transactions as fraud, 11,307 transactions as legit, 18 legit transactions 

as fraud and 0 fraud transactions as legit. However, LSTM is properly classifying 5,468 transactions as fraud, 

11,359 transactions as legit, 87 legit transactions as fraud and 145 fraud transactions as legit. SMOTE-NMUS 

data demonstrates the performance of the models on hybrid sampling dataset of OS-NMUS. Better 

performance of CNN and LSTM is noted at thresholds 0.7 and 0.5 respectively, where CNN outperforms 

LSTM with an accuracy and F1-score of 99.86% and 99.79% respectively. And also, can say that CNN is 

properly classifying 5,736 transactions as fraud, 11,300 transactions as legit, 22 legit transactions as fraud 

and 1 fraud transactions as legit. However, LSTM is properly classifying 5,287 transactions as fraud, 11,377 

transactions as legit, 70 legit transactions as fraud and 325 fraud transactions as legit. 

 

 

  
 

Figure 7. CNN/LSTM results (sample data) 

 

Figure 8. CNN/LSTM results (SMOTE data) 

 

 

  
 

Figure 9. CNN/LSTM results (NMUS) 

 

Figure 10. CNN/LSTM results (hybrid) 

 

 

With ensemble approaches: the performance of two ensemble learning models namely early 

fusion: CNN-LSTM and late fusion. It shows that the early fusion is resulting better on the datasets 

compared to late fusion. Below will be doing through analysis of the impact of these datasets on the 

performance of ensembles. NMUS data shows the performance of the ensembles, on the NMUS dataset. 
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Threshold=0.5, 0.6, 0.7 giving the same result in case of early fusion and threshold=0.5 in late fusion. Both 

models have high accuracy, the late fusion outperforms the early fusion, as it outputs high accuracy and  

F1-score of 100% and 100% respectively [23]. And also, can say that early fusion is properly classifying 96 

transactions as fraud, 99 transactions as legit, 0 legit transactions as fraud and 2 fraud transactions as legit. 

However, late fusion is properly classifying 98 transactions as fraud, 99 transactions as legit, 0 legit 

transactions as fraud and 0 fraud transactions as legit. On SMOTE demonstrates the performance of the 

ensembles, on the SMOTE dataset. Threshold=0.7 giving the best result in case of early fusion and 

threshold=0.5 in late fusion. Early fusion outperforms the late fusion, as it outputs high accuracy and  

F1-score of 99.96% and 99.96% respectively. And also, can say that early fusion is properly classifying 

56,976 transactions as fraud, 56,710 transactions as legit, 40 legit transactions as fraud and 0 fraud 

transactions as legit [24]. However, late fusion is properly classifying 56,838 transactions as fraud, 56,641 

transactions as legit, 109 legit transactions as fraud and 138 fraud transactions as legit. Over OS demonstrates 

the performance of the ensembles, on the OS dataset. Threshold=0.7 giving the best result in case of early 

fusion and late fusion. Late fusion outperforms the early fusion, as it outputs high accuracy and F1-score of 

99.89% and 99.89% respectively.  
 

 

  
 

Figure 11. CNN/LSTM results (SMOTE-NMU) 
 

Figure 12. CNN/LSTM results (NMUS-fusion) 
 

 

  
 

Figure 13. CNN/LSTM results (SMOTE-fusion) 
 

Figure 14. CNN/LSTM results (OS data) 
 

 

And also, can say that early fusion is properly classifying 56,637 transactions as fraud, 56,923 

transactions as legit, 57 legit transactions as fraud and 109 fraud transactions as legit. However, late fusion is 

properly classifying 56,746 transactions as fraud, 56,862 transactions as legit, 118 legit transactions as fraud 

and 0 fraud transactions as legit. On hybrid: (OS-NMUS) data demonstrates the performance of the 

ensembles, on the OS-NMUS dataset. Threshold=0.7 giving the best result in case of early fusion and 

threshold=0.5 in late fusion. Early fusion outperforms the late fusion, as it outputs high accuracy and F1-

score of 99.91% and 99.86% respectively [25]. And, can say that early fusion is properly classifying 5,731 
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transactions as fraud, 11,313 transactions as legit, 8 legit transactions as fraud and 7 fraud transactions as 

legit. However, late fusion is properly classifying 56,660 transactions as fraud, 56,561 transactions as legit, 

189 legit transactions as fraud and 316 fraud transactions as legit. SMOTE-NMUS data demonstrates the 

performance of the ensembles, on the SMOTE-NMUS dataset. Threshold=0.5 giving the best result in case 

of early fusion and in late fusion. Early fusion outperforms the late fusion, as it outputs high accuracy and 

F1-score of 99.94% and 99.92% respectively. And, can say that early fusion is properly classifying 5,734 

transactions as fraud, 11,316 transactions as legit, 5 legit transactions as fraud and 4 fraud transactions as 

legit. However, late fusion is properly classifying 5,664 transactions as fraud, 11,311 transactions as legit, 10 

legit transactions as fraud and 74 fraud transactions as legit. 
 

 

  
 

Figure 15. CNN/LSTM results (OS-NMUS)  
 

Figure 16. CNN/LSTM results (SMOTE-NMUS)  
 

 

4. CONCLUSION 

From the analysis, across various datasets, both models CNN and LSTM shown impressive results, 

generally achieving high accuracy and F1-scores. However, some key differences exist. Dataset generated 

using NMUS, an under-sampling technique and SMOTE, an oversampling technique show great accuracy 

and F1-scores, suggesting models are doing well on these datasets. Original and scaled datasets, on the other 

hand, exhibit lower performance, particularly for LSTMs, hinting at imbalanced data or inherent challenges. 

Encouragingly ensemble models often surpass individual models, demonstrating the benefits of combining 

diverse learning styles. Early fusion ensembles typically edge out late fusion approach, suggesting that fusing 

features before individual model predictions are more effective, especially in our case. Hybrid datasets, 

combining SMOTE and NMUS, see the most significant gains from the ensemble models, even reaching 

near-perfect accuracy in some instances. 
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