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 Swarm intelligence has become a popular framework for developing new 

metaheuristics or stochastic optimization methods in recent years. Many 

swarm-based metaheuristics are developed by employing multiple searches 
whether it is conducted through swarm split, serial searches, stochastic 

choose. Unfortunately, many existing studies that introduced new 

metaheuristic focused on assessing the performance of the proposed method 

as a single package. On the other hand, the contribution of each search 
constructing the metaheuristic is still unknown as the consequence of the 

missing of single or individual search assessment. Based on this problem, 

this work is aimed to investigate the performance of five directed searches 

that are commonly found in recent swarm-based metaheuristics individually. 
These five searches include: motion toward the highest quality member, 

motion relative to a randomly chosen member, motion relative to a random 

solution along the space, motion toward a randomly chosen higher quality 

member, and motion toward the middle among higher quality members.  

In this assessment, these five searches are challenged to find the optimal 

solution of 23 classic functions. The result shows that the first, fourth, and 

five searches perform better than the second and third searches. 
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1. INTRODUCTION 

Swarm intelligence is a popular branch of stochastic optimization that has been employed in many 

optimizations works. Particle swarm optimization (PSO) as an old swarm intelligence has been extensively 

utilized in many subjects, such as power distribution network configuration [1], content-based image retrieval 

system [2], differential amplifier design [3], energy management system for campus building [4], big data 

clustering [5], predictive control in two-tank system [6], under-frequency load shedding [7], vehicle routing 

problem [8], path planning for robot system [9], wireless communication network [10]. A new northern 

goshawk optimization (NGO) has been used also in many subjects, such as power transformation [11], 

camera imaging [12], wind power prediction [13], dissolved oxygen concentration prediction [14]. Slime 

mold algorithm has been utilized for optimization in prediction of longitudinal surface settlement [15], 

strength prediction of high-performance concrete (HPC) [16], 123-bus unbalanced power distribution 

reconfiguration [17]. Coati optimization algorithm (COA) has been employed in certain subjects, such as 

health related image synthesizing [18], emotion recognition based on EEG [19], wind power prediction [20]. 

The popularity of the employment of swarm intelligence is also correlated with the massive 

development of swarm intelligence. Many recent swarm-based metaheuristics are associated with some 

researchers. Some swarm-based metaheuristics that are associated to Mirjalili are hippopotamus optimization 
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(HO) [21], electric eel foraging optimization (EEFO) [22], graylag goose optimization (GGO) [23], crayfish 

optimization algorithm (COA) [24], marine predator algorithm (MPA) [25]. Some others that are associated 

to Dehghani are zebra optimization algorithm (ZOA) [26], walrus optimization algorithm (WaOA) [27], 

lyrebird optimization algorithm (LOA) [28], NGO [29], kookaburra optimization algorithm (KOA) [30]. 

Some metaheuristics are associated to Kusuma, such as three on three optimization (TOTO) [31], multiple 

interaction optimizer (MIO) [32], adaptive balance optimizer (ABO) [33], swarm flip-crossover algorithm 

(SFCA) [34]. Some metaheuristics that are associated to Braik are elk herd optimizer (EHO) [35], white 

shark optimizer (WSO) [36], chameleon swarm algorithm (CSA) [37]. Some swarm-based metaheuristics 

that are associated to Malik are pufferfish optimization algorithm (POA) [38], giant armadillo optimization 

(GAO) [39], one-to-one optimizer (OOBO) [40], golf optimization algorithm (GOA) [41]. 

In these swarm-based metaheuristics, directed search becomes the backbone of the searching 

method. Different from full random search or neighbourhood search where the searching process is 

performed sporadically in any direction, in the directed search, the direction of searching is based on the 

reference it is employed. The direction can be toward the reference or away from the reference. There are 

many references employed in these swarm intelligences, such as the highest quality member, random chosen 

member, random chosen higher quality member, the middle of higher quality member, the mixture between 

the highest quality member and a randomly chosen member. A new metaheuristic can be developed by 

selecting this reference, combining some references to create a new reference, or creating a new motion 

based on the existing reference. 

Many recent swarm intelligences or swarm-based metaheuristics were developed by employing 

multiple searches. These multiple searches are performed in certain ways, such as swarm split, serial 

searches, randomly chosen search, or iteration-controlled search. Komodo mlipir algorithm (KMA) [42] and 

COA [43] are the example of metaheuristics that employ swarm split. MPA is the example of metaheuristics 

where the decision of choosing a search is controlled by the iteration [25]. Osprey optimization algorithm 

(OOA) [44] and NGO [29] is the example of metaheuristics that employ serial searches where the directed 

search is enriched with neighborhood search. 

One problem in this massive development of metaheuristics is that the evaluation of each search in 

many studies is hard to find. In many of these studies, the focus of the evaluation is assessing the 

performance of the proposed metaheuristics as a single package in solving the problem and the superiority of 

these metaheuristics compared to their comparators. This circumstance makes the contribution of each search 

that constructs this metaheuristic is difficult to investigate. This problem also becomes the limitation of 

existing studies that introduced new metaheuristic. For example, NGO consists of two searches where the 

first search is the directed search relative to a randomly chosen other member and the second search is the 

neighbourhood search with declining local space as iteration goes [29]. There are several questions that can 

be obtained based on this strategy. First, how is the performance of NGO if it’s both searches are directed 

searches? Second, what will happen if the first search is replaced with the motion toward the highest quality 

member? This circumstance becomes a critical problem in the development of swarm intelligence so that a 

researcher does not perform mix and match only. 

Due to this problem, this work is aimed to investigate several directed searches that are commonly 

found in some recent swarm-based metaheuristics individually. By performing individual search 

investigation, the performance of each search can be assessed in a clearer way so that the development of 

future metaheuristics can be focused on exploiting the searches that have good or acceptable performance. 

There are five directed searches that are investigated in this work: motion toward the highest quality member, 

motion relative to a randomly chosen member, motion relative to a random generated solution along the 

space, motion toward a randomly chosen higher quality member, and motion toward the middle among 

higher quality members. 

Based on the previous explanation, the scientific contributions of this work are listed as follows. 

- This work investigates the individual performance of five directed searches that are commonly found in 

existing swarm intelligences. 
- These five directed searches are challenged to solve the theoretical optimization problems which are 23 

classic functions. 
This paper is divided into four sections. The first section is the introduction that presents the 

background of this work, problem statement, research objective and the scientific contributions. The second 

section is the method that is split into two parts. The first part describes the general model of swarm 

intelligence and the directed searches that are investigated in this paper. The second part describes the 

assessment method that is used to investigate the performance of these chosen directed searches. The third 

section exhibits the assessment result and the discussion following the result. Finally, the fourth section is the 

conclusion that elaborates the concluding remark and the tracks for future works. 
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2. METHOD 

2.1.  Swarm intelligence model 

In swarm intelligence, the system consists of a certain number of autonomous agents representing 

the solution. Each agent is active in every iteration and moves independently along the search space to 

improve its current quality. There is not any central command that gives orders to these agents. Meanwhile, 

there is interaction among agents so that knowledge sharing occurs among them. This approach is different 

with single solution-based metaheuristic that there is only one solution or agent in the system. Swarm-based 

metaheuristic is also different from the population-based metaheuristics that employ evolutionary system so 

that not all population members perform search in every iteration. It is because there is certain selection in 

every iteration to decide which members will perform search in every iteration. Roulette wheel is the 

common method to perform selection process in this population-based metaheuristic that employs 

evolutionary system. Then, a sorting process is performed to decide the population members that is permitted 

for the next iteration. On the other hand, in swarm intelligence, there is not any selection or sorting 

mechanism to decide the population members in the next iteration as the acceptance rule is performed to 

decide whether the new solution that is produced by the searching process is accepted to replace the current 

solution. 

As common in metaheuristic, the optimization process is split into two stages. The first stage is 

initialization while the second stage is iteration. It is also common that the initial solution of each agent is 

generated uniformly along the space. This approach gives equal opportunity to any solution along the space 

to be chosen as initial solution. After the initial solution for all agents are generated, the optimization enters 

the second stage which is the iteration. Each agent performs a specific search in every iteration. In general, 

the final solution is the highest quality member. This optimization process is formalized using algorithm 1.  

In algorithm 1, the initialization phase is presented from lines 2 to 4. Then, the iteration phase is presented 

from lines 5 to 9. 

 

Algorithm 1. General algorithm of single directed search 
1. begin 

2.   for all s  S 
3.     initialize s then update shighest 
4.   end for 
 

5.   for t = 1 to tmax 

6.     for all s  S 
7.       perform search for s then update shighest 
8.     end for 
9.   end for 
10.  return shighest as final solution 

11. end 

 

The formalization of swarm intelligence is by defining the swarm using (1) where s represents the 

swarm member and S represents the swarm. Then, the initial solution of each member is formalized using (2) 

representing the uniform random along the search space. Variable α represents the uniform floating point 

random number between 0 and 1. Then, sub represents the upper boundary of space and slb represents the 

lower boundary of space. Variable i represents the member’s index and j represents the dimension index. 

Then, the updating of the highest quality member is formalized using (3) where shighest represents the highest 

quality solution and f represents the objective function. 

 

𝑆 = {𝑠1, 𝑠2, 𝑠3, … , 𝑠𝑛} (1) 

 

𝑠𝑖,𝑗 = 𝑠𝑙𝑏,𝑗 + 𝛼(𝑠𝑢𝑏,𝑗 − 𝑠𝑙𝑏,𝑗) (2) 

 

𝑠ℎ𝑖𝑔ℎ𝑒𝑠𝑡′ = {
𝑠𝑖 , 𝑓(𝑠𝑖) < 𝑓(𝑠ℎ𝑖𝑔ℎ𝑒𝑠𝑡)

𝑠ℎ𝑖𝑔ℎ𝑒𝑠𝑡, 𝑒𝑙𝑠𝑒
 (3) 

 

There are five directed searches whose performance is investigated in this work. The first search is 

the motion toward the highest quality member. This search can be found for example in COA [43] or ZOA [26]. 

The second search is the motion relative to a randomly chosen member. This search can be found for 

example in ZOA [26], TIA [45], or NGO [29]. The third search is the motion relative to a random solution 

along the space. This search can be found for example in pelican optimization algorithm (POA) [46] or COA [43]. 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

Single search investigation of various searches … (Purba Daru Kusuma) 

189 

The fourth search is the motion toward a randomly chosen higher quality member, which can be found in 

KOA [30], OOA [44]. The fifth search is the motion toward the middle among the higher quality members. 

The illustration of these five searches is exhibited in Figure 1. Figure 1(a) illustrates the first search 

which is the motion toward the highest quality member. Figure 1(b) illustrates the second search which is the 

motion relative to a randomly chosen member. Figure 1(c) illustrates the third search which is the motion 

relative to a randomly generated solution within the space. Figure 1(d) illustrates the fourth search which is 

the motion toward a randomly chosen higher quality member. Figure 1(e) illustrates the fifth search which is 

the motion toward the middle among the higher quality members. 

 

 

   
(a) (b) (c) 

 

  
(d) (e) 

 

Figure 1. Five directed searches: (a) first search, (b) second search, (c) third search, (d) fourth search, and  

(e) fifth search 

 

 

The formalization of these five searches is presented in (4) to (13). In (4) formalizes the first search. 

In (5) formalizes the uniform random selection of member within the swarm. In (6) formalizes the second 

search. In (7) formalizes the generating of a random solution along the space. In (8) formalizes the third 

search. In (9) formalizes the set that consists of all higher quality members relative to the relative member 

plus the highest quality member. In (10) formalizes the uniform random selection of a member within the 

pool. In (11) formalizes the fourth search. In (12) formalizes the fifth search. In (13) formalizes the 

acceptance rule of the candidate to replace the current solution of the related member. 

 

𝑐𝑖,𝑗 = 𝑠𝑖,𝑗 + 𝛼(𝑠ℎ𝑖𝑔ℎ𝑒𝑠𝑡,𝑗 − 𝛽𝑠𝑖,𝑗) (4) 

 

𝑠𝑟𝑚 = 𝛾(𝑆) (5) 

 

𝑐𝑖,𝑗 = {
𝑠𝑖,𝑗 + 𝛼(𝑠𝑟𝑚,𝑗 − 𝛽𝑠𝑖,𝑗), 𝑓(𝑠𝑟𝑚) < 𝑓(𝑠𝑖)

𝑠𝑖,𝑗 + 𝛼(𝑠𝑖,𝑗 − 𝛽𝑠𝑟𝑚,𝑗), 𝑒𝑙𝑠𝑒
 (6) 

 

𝑠𝑟𝑠,𝑗 = 𝑠𝑙𝑏,𝑗 + 𝛼(𝑠𝑢𝑏,𝑗 − 𝑠𝑙𝑏,𝑗) (7) 

 

𝑐𝑖,𝑗 = {
𝑠𝑖,𝑗 + 𝛼(𝑠𝑟𝑠,𝑗 − 𝛽𝑠𝑖,𝑗), 𝑓(𝑠𝑟𝑠) < 𝑓(𝑠𝑖)

𝑠𝑖,𝑗 + 𝛼(𝑠𝑖,𝑗 − 𝛽𝑠𝑟𝑠,𝑗), 𝑒𝑙𝑠𝑒
 (8) 

 

𝑆ℎ𝑖𝑔ℎ𝑒𝑟,𝑖 = {𝑠 ∈ 𝑆|𝑓(𝑠) < 𝑓(𝑠𝑖)} ∪ 𝑠ℎ𝑖𝑔ℎ𝑒𝑠𝑡 (9) 

 

𝑠𝑟ℎ,𝑖 = 𝛾(𝑆ℎ𝑖𝑔ℎ𝑒𝑟,𝑖) (10) 
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𝑐𝑖,𝑗 = 𝑠𝑖,𝑗 + 𝛼(𝑠𝑟ℎ,𝑗 − 𝛽𝑠𝑖,𝑗) (11) 

 

𝑐𝑖,𝑗 = 𝑠𝑖,𝑗 + 𝛼(
∑ 𝑠ℎ𝑖𝑔ℎ𝑒𝑟,𝑖,𝑘,𝑗𝑆ℎ𝑖𝑔ℎ𝑒𝑟,𝑖

𝑛(𝑆ℎ𝑖𝑔ℎ𝑒𝑟,𝑖)
− 𝛽𝑠𝑖,𝑗) (12) 

 

𝑠𝑖′ = {
𝑐𝑖, 𝑓(𝑐𝑖) < 𝑓(𝑠𝑖)

𝑠𝑖, 𝑒𝑙𝑠𝑒
 (13) 

 

The explanation of parameters that are used in (4) to (13). There are two more uniform random 

numbers where β is an integer random number [1], [2] while γ is a random among a population.  

srm represents randomly chosen member among the swarm, srs represents a random solution along the space 

and srh represents a randomly chosen member from the pool that is constructed in (9). 

 

2.2.  Assessment scenario 

An assessment is performed to investigate the performance of these five searches individually.  

The assessment is performed by challenging these searches to find the global optimal solution of the 23 

classic functions. These functions are well-known due to their variety in the number of optimal solutions 

(unimodal or multimodal), dimension, search space from narrow to wide, and the terrain of the function. 

These functions can be split into three groups. The first group consists of seven high dimension unimodal 

functions (f1 to f7). The second group consists of six high dimension multimodal functions (f8 to f13). The third 

group consists of ten fixed dimension multimodal functions (f14 to f23). 

There are three aspects that should be set first which are: objective function, type of search, and the 

adjusted parameters. Then, the outputs of the assessment are the final solution and the fitness score.  

The illustration of the assessment scenario is exhibited in Figure 2. The parameter setup for the assessment is 

as follows. The swarm size is set to 5. Meanwhile, there are two maximum iterations that are observed:  

10 and 20. Both values represent low maximum iteration. The dimension for high dimension functions is set 

to 30. 

 

 

 
 

Figure 2. Assessment scenario 

 

 

3. RESULTS AND DISCUSSION 

3.1.  Evaluation result 

The assessment result is presented in Tables. Table 1 exhibits the result for the assessment when the 

maximum iteration is 10. Table 2 recapitulates the result in Table 2 based on the mean rank. Meanwhile, 

Table 3 exhibits the result when the maximum iteration is 20. Then, the result in Table 3 is recapitulated 

based on the mean rank and it is presented in Table 4. 

The result in Table 1, which is recapitulated in Table 2 shows that the fifth search performs the best 

in solving 23 functions. It achieves the first rank in 13 functions. Then, the first and fourth searches follow as 

the second and third best searches. The second search becomes the second worst as it is on the fourth rank in 

19 functions while the third search becomes the worst as it is on the fifth rank in 22 functions. There are two 
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functions where multiple searches become the best. Three searches are on the first rank in solving f2  

(first, fourth, and fifth searches). Meanwhile, four searches are on the first rank in solving f19 (first, second, 

fourth, and fifth searches). Based on their performance, these searches can be split into two groups in solving 

high dimension functions. The first group consists of three searches (first, fourth, and fifth searches).  

The second group consists of two searches (second and third searches). In general, there is significant 

performance disparity between these two groups in solving high dimension functions in general. 

 

 

Table 1. Assessment result where maximum iteration is 10 
F Average fitness score 

Parameter First search Second search Third search Fourth search Fifth search 

1 mean 4.410×101 3.649×103 8.198×104 1.074×102 3.224×101 

mean rank 2 4 5 3 1 

2 mean 0.000 2.019×1023 2.696×1046 0.000 0.000 

mean rank 1 4 5 1 1 

3 mean 3.496×103 3.181×104 2.076×105 5.246×103 1.904×103 

mean rank 2 4 5 3 1 

4 mean 6.491 3.893×101 9.504×101 7.170 4.981 

mean rank 2 4 5 3 1 

5 mean 1.322×103 1.522×106 3.681×108 3.095×103 5.995×102 

mean rank 2 4 5 3 1 

6 mean 4.724×101 3.565×103 8.136×104 9.791×101 3.656×101 

mean rank 2 4 5 3 1 

7 mean 0.105 1.633 1.663×102 0.105 0.115 

mean rank 1 4 5 1 3 

8 mean -2.265×103 -2.371×103 -2.160×103 -1.992×103 -1.984×103 

mean rank 2 1 3 4 5 

9 mean 7.303×101 2.609×102 4.907×102 8.888×101 4.909×101 

mean rank 2 4 5 3 1 

10 mean 2.906 1.137×101 1.999×101 3.402 2.516 

mean rank 2 4 5 3 1 

11 mean 1.483 3.766×101 7.556×102 1.893 1.337 

mean rank 2 4 5 3 1 

12 mean 2.044 5.374×105 7.802×108 2.549 1.601 

mean rank 2 4 5 3 1 

13 mean 6.814 3.825×106 1.473×109 1.011×101 5.480 

mean rank 2 4 5 3 1 

14 mean 1.681×101 3.262×101 1.754×102 1.809×101 1.808×101 

mean rank 1 4 5 3 2 

15 mean 0.023 0.045 1.286 0.027 0.035 

mean rank 1 4 5 2 3 

16 mean -0.875 -0.839 6.462 -0.866 -0.871 

mean rank 1 4 5 3 2 

17 mean 2.196 1.251 4.904 3.049 4.493 

mean rank 1 4 5 2 3 

18 mean 3.608×101 3.927×101 2.630×102 4.930×101 2.986×101 

mean rank 2 3 5 4 1 

19 mean -0.049 -0.049 -0.032 -0.049 -0.049 

mean rank 1 1 5 1 1 

20 mean -1.822 -2.126 -1.194 -2.135 -1.784 

mean rank 3 2 5 1 4 

21 mean -1.146 -0.925 -0.320 -1.364 -1.151 

mean rank 3 4 5 1 2 

22 mean -1.092 -1.065 -0.497 -1.336 -1.278 

mean rank 3 4 5 1 2 

23 mean -1.791 -1.105 -0.718 -1.504 -1.624 

mean rank 1 4 5 3 2 

 

 

Table 2. Mean rank recapitulation when maximum iteration is 10 
Search Mean rank 

1st rank 2nd rank 3rd rank 4th rank 5th rank 

1st search 8 12 3 0 0 

2nd search 2 1 1 19 0 

3rd search 0 0 1 0 22 

4th search 6 2 13 2 0 

5th search 13 5 3 1 1 

 

 



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 37, No. 1, January 2025: 186-196 

192 

Result in Table 3 which is recapitulated in Table 4 strengthens the dominance of the fifth search. 

The fifth search is still on the first rank in 12 functions. Then, the second search pushes forward as it achieves 

the first rank in eight functions, but it is still on the fourth rank in eleven functions. Meanwhile, the first 

search still achieves the first rank in seven functions. The fourth search achieves the first rank only in three 

functions but still manages its second and third rank. The third search still becomes the worst as it is on the 

fifth rank in twenty functions. 

 

 

Table 3. Assessment result where maximum iteration is 20 
F Fitness score 

Parameter First search Second search Third search Fourth search Fifth search 

1 mean 0.019 1.593×102 8.209×104 0.070 0.015 

mean rank 2 4 5 3 1 

2 mean 0.000 0.000 2.330×1043 0.000 0.000 

mean rank 1 1 5 1 1 

3 mean 2.491×102 1.439×104 2.266×105 4.699×102 1.345×102 

mean rank 2 4 5 3 1 

4 mean 0.237 1.457×101 9.438x101 0.296 0.123 

mean rank 2 4 5 3 1 

5 mean 2.921×101 4.463×103 3.520×108 3.008×101 2.906×101 

mean rank 2 4 5 3 1 

6 mean 6.020 1.391×102 8.140×104 6.160 6.102 

mean rank 1 4 5 3 2 

7 mean 0.024 0.132 1.642×102 0.027 0.024 

mean rank 1 4 5 3 1 

8 mean -2.177×103 -2.541×103 -2.470×103 -2.268×103 -1.924×103 

mean rank 4 1 2 3 5 

9 mean 0.366 1.952×102 4.804×102 1.005 0.617 

mean rank 2 4 5 3 1 

10 mean 0.035 3.877 1.997×101 0.059 0.024 

mean rank 2 4 5 3 1 

11 mean 0.082 2.113 7.537×102 0.069 0.028 

mean rank 3 4 5 2 1 

12 mean 1.019 3.977 9.061×108 1.038 1.074 

mean rank 1 4 5 2 3 

13 mean 3.164 2.227×102 1.593×109 3.167 3.217 

mean rank 1 4 5 2 3 

14 mean 1.025×101 1.190×101 7.818×101 1.184×101 1.245×101 

mean rank 1 3 5 2 4 

15 mean 0.024 0.013 0.039 0.015 0.032 

mean rank 3 1 5 2 4 

16 mean -0.912 -0.979 5.283 -0.834 -0.910 

mean rank 2 1 5 4 3 

17 mean 6.016 0.665 3.127 3.549 5.172 

mean rank 5 1 2 3 4 

18 mean 3.569×101 1.590x101 6.146×101 2.879×101 6.678×101 

mean rank 3 1 4 2 5 

19 mean -0.049 -0.049 -0.039 -0.049 -0.049 

mean rank 1 1 5 1 1 

20 mean -2.077 -2.224 -1.718 -1.786 -1.912 

mean rank 2 1 5 4 3 

21 mean -1.829 -1.495 -0.469 -2.486 -2.203 

mean rank 4 3 5 1 2 

22 mean -1.447 -1.731 -0.679 -1.830 -2.028 

mean rank 4 3 5 2 1 

23 mean -1.629 -1.726 -0.721 -1.889 -2.266 

mean rank 4 3 5 2 1 

 

 

Table 4. Mean rank recapitulation when maximum iteration is 20 
Search Mean rank 

1st rank 2nd rank 3rd rank 4th rank 5th rank 

1st search 7 8 3 4 1 

2nd search 8 0 4 11 0 

3rd search 0 2 0 1 20 

4th search 3 8 10 2 0 

5th search 12 2 4 3 2 
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3.2.  Discussion 

This sub section presents a comprehensive discussion regarding the assessment result. This result is 

then utilized to construct the findings of this work. The exploration includes the investigation of the strength 

of weakness of each search. This sub section also provides different conversation compared to many existing 

studies in metaheuristics which focused on glorifying the superior performance of the proposed method in 

tackling various sets of optimization problems without deep diving into the nature of the proposed method. 

The main finding in this work is that the existence of highest quality member becomes critical factor 

in constructing the reference. The first, fourth, and fifth searches perform better than the second and the third 

searches due to its utilization of the highest quality member. The fifth search becomes the best search while 

the first search becomes the third best search. Both searches guarantee the utilization of the highest quality 

member in every movement in different ways. Meanwhile, the fourth search does not guarantee the 

utilization of the highest quality member due to the stochastic picking among the higher quality members. 

The second finding is the searching process cannot rely on only one entity, in this case the highest 

quality member. It is because moving toward the highest quality member does not guarantee a better 

improvement. On the other hand, moving toward the area where higher quality members including the 

highest quality member exist becomes wiser. This strategy is adopted in the fifth search which is based on the 

assessment result, the fifth search performs better than the first search. This strategy is also adopted in KMA 

for the male lizards [42] or in grey wolf optimizer (GWO) [47]. 

The third finding is that random search performs worst as it does not utilize the value of other 

members. The third search can be seen as an improved random search as the reference is a random solution 

along the space. Meanwhile, the improvement is the selective direction of the motion where forward motion 

is performed when the target or reference is better than the member. But the neglection of the existence of 

other members makes the convergence is difficult to achieve. 

The implications of these findings and its relationship with future development of metaheuristic is as 

follows. First, a new metaheuristic is better developed based on multiple searches rather than single search 

only. This implication is caused by the circumstance where there is not any search which is superior in all 

cases. This circumstance is also related to the no-free-lunch theory where there is not any technique that is 

superior in handling all problems. The weakness of certain search should be covered with other searches. 

Second, the existence of the highest quality member is important in any future metaheuristic as it plays very 

important role. This highest quality member can be chosen solely or blended with other entities, such as a 

randomly picked member, a randomly picked higher quality member. 

There are limitations in this work which can be used for the opportunity for future studies.  

This study investigates only five directed searches which are commonly found in many swarm-based 

metaheuristics. But there are various spaces are still not observed. The first space is regarding the acceptance 

approach in facing the worse candidate that is produced by the search. There are three common roles in 

accepting worse solution: accept, reject, or conditional accept. Many metaheuristics associated with 

Dehghani reject the worse solution. On the other hand, many metaheuristics that are associated with Mirjalili 

still accept the worse solution. Meanwhile, some metaheuristics, such as simulated annealing (SA), employ 

conditional acceptance. The second space is regarding the hybrid reference that is employed in the directed 

search. This hybrid reference is obtained by combining multiple entities based on certain portion.  

The common example is the mixture of the global highest quality member and the local highest quality 

member which can be found in PSO [48] or golden search optimization (GSO) [49]. The second example is 

the mixture between the highest quality member and a randomly chosen member. The third example is the 

mixture between multiple randomly chosen members. The third space is regarding the distribution of the 

random number that is used in the metaheuristics. Many metaheuristics employ uniform distribution due to 

its simplicity. The fourth space is regarding the swarm split. Some metaheuristics, such as KMA [42] and 

COA [43] perform swam split in a rigid manner. On the other hand, many other metaheuristics does not 

differentiate the strategy so that all members perform same search or searches. Meanwhile, some 

metaheuristics employ other distributions, such as normal distribution, Brownian motion, or levy flight as in 

MPA [25]. The studies that investigate or compare the performance of these spaces are still hard to find and 

this circumstance can be used as opportunity for further studies. 

 

 

4. CONCLUSION 

This work has presented the performance investigation of five searches which are commonly found 

in many swarm-based metaheuristics individually. This work is important in the development of 

metaheuristic, especially the swarm-based ones as it provides the significance of searching process which are 

common in many swarm-based metaheuristics. This work also fills the limitation in many studies introducing 

new metaheuristics as the performance of the proposed technique is performed as whole package. This 

common approach can make mislead in the investigation as the contribution of each search cannot be traced. 
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Based on this problem, this work is important to provide clearer view of the contribution of every search in 

finding the best solution. Through this investigation, it is found that the existence of the highest quality 

member plays an important role in boosting the performance of the search which becomes the first finding. 

Then, the second finding is that moving toward the area of higher quality members proof better than moving 

toward only the highest quality member. The third finding is that performing the random search performs 

worst as it ignores the existence or contribution of other members within the swarm. Future studies regarding 

in this work can be performed in several ways. First, future investigation studies on metaheuristics can be 

conducted by analyzing the acceptance rule, swarm split, and hybrid reference in a more comprehensive 

manner. Second, future studies can also be conducted by performing single search investigation for more 

various searching methods. Third, it is important for future studies proposing new metaheuristics are enriched 

with single search investigation rather than only employing the proposed technique as a single package to 

solve certain optimization problems, whether the standard cases or the practical ones. 
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