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Abstract
Real-time and accurate short-term traffic flow prediction is the premise and key of intelligent traffic

control and guidance system. According to this problem, this paper put forward a prediction model based
on multivariable phase space reconstruction and least squares support vector machine (LSSVM). First, the
model confirms embedding dimension and delay time of the traffic flow, occupancy and average speed
time series by analyzing their chaotic characteristics, and reconstructs multivariable state space. Second,
the phase points obtained after reconstruction are as input, and the last traffic flow parameters came from
the following phase points are as output. Finally, the LSSVM which be trained is adapted to realize short-
term traffic flow prediction. This research compares this model with a model based on univariate phase
space reconstruction and LSSVM, and the results show that the model proposed in this paper predicts
better.
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1. Introduction
Intelligent transportation system is considered as an effective method to handle

transportation issues, such as alleviate traffic congestion, and reduce traffic accidents and
vehicle emissions. Traffic control and guidance system is an integral part of intelligent
transportation system, and how to quickly and accurately forecast short-term traffic flow is the
emphasis and difficulty of traffic control and guidance system development. Currently, there are
mainly three kinds of short-term traffic flow prediction methods: 1) Based on statistical theory:
such as the historical average, Kalman filtering method and non-parametric regression method,
etc.; 2) Based on the theory of nonlinear prediction: such as method based wavelet theory,
fractal theory, cusp catastrophe theory, etc.; 3) Based on the theory of intelligent methods: such
as neural networks and support vector machine [1- 4].

Intelligent transportation system is a complex, time-varying and high-dimensional
nonlinear system, and its distinguishing feature is high degree of uncertainty. For these features
of transportation system, support vector machine is used to forecast short-term traffic flow by
some experts and scholars [2-4]. Because of Support Vector Machine (SVM) is a machine
learning method based on the structural risk minimization and statistical learning theory, it can
effectively solve small sample, nonlinearity, high dimension and local minima problems. In
addition, some studies show that traffic flow has chaotic characteristics; chaotic exists in traffic
flow by sampling data analysis [5]. Chaotic exists in traffic flow of 15 minutes and 5 minutes [6].
As a result, more and more researcher applies support vector machine and chaotic time series
theory to study short-term traffic flow prediction problem [7, 8]. LSSVM and phase space
reconstruction theory are adopted to predict urban traffic flow, and the data which be used is
one-dimensional traffic flow time series [7]. Although Euclidean distance and similarity are taken
into consideration to select the point nearby, the main idea is predicting the reconstructed time
series multi-step by the LSSVM [8]. In summary, it is clearly that only one variable time series is
used in the researches above. However, the actual transportation system is described by a
number of variables, so multivariate time series model may contain more dynamic information,
and especially when there are some noises in the system, the model can filter out noise and
improve the prediction accuracy.

This paper proposes a prediction model based on Multivariable Phase Space
Reconstruction (MPSR) and LSSVM. Specifically, the model confirms embedding dimension
and delay time of the traffic flow, occupancy and average speed time series by analyzing their
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chaotic characteristics, and then reconstructs multivariable state space and fits the
reconstructed time series by using LSSVM. As a result, this paper realizes short-term traffic flow
prediction.

2. Multivariate Phase Space Reconstruction
2.1. Basic Principles of Multivariate Phase Space Reconstruction

Suppose M-dimensional multivariate time series 1 2 3 1, , , , ,M MX X X X X , where

 ,1 ,2 ,, , , ,i i i i NX x x x  1,2, ,i M  , and reconstruct the multivariate time series.
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     , i is delay time,  1, ,id i M  is embedding dimension.

According to Tankens’ delay embedding theorem [9], if d or id is sufficiently large, there

is a mapping d dR RF: , where
1

M

ii
d d


 , and F is smooth function on d-dimensional space,

which F can make:

    1D n F D n  (2)

The above equation can also be written as:

    
1 1 11, 1 1n dx F D n    (3)

2.2. Confirmation of Embedding Dimension and Delay Time
Seen from the above, delay time i and embedding dimension id are the two

parameters of phase space reconstruction. Parameters i and id are determined separately in
conventional methods. In recent years, some studies show that the main factors affecting the
quality of the phase space are not how to select i and id individual, but it is more important
that the factors are determined by the embedding window width  1i i ih d   . In 1999, Kim,
Eykholt and Salas proposed C-C method [10], this method can estimate the delay time i and
embedding window width ih through correlation integral simultaneously.
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correlation integral; The first minimum value of  S t is the delay time of the time series, and

the minimum value of  corS t is the embedding window width of the time series.

3. Prediction Model of LSSVM
Least squares support vector regression machine is the application of LSSVM in

regression estimation proposed by Suykens J.A.K in 1999 [11]. With quadratic loss function,
LSSVM switch inequality constraints in the traditionally support vector machines into equality
constraints. What’s more, it takes squared error and loss function as loss experience of the
training set. Therefore, the optimization problem is transformed into a linear equation problem.
Since it is used to solve linear equation problem, this method presents the advantages of less
computational resources, faster solution and faster convergence when the data is large.

3.1. Basic Principles of LSSVM
Suppose nonlinear sample data:

       1 1 2 2, , , ,..., , ,... ,i i l lx y x y x y x y (5)

Where , , 1, 2,...,n
i ix R y R i l   .
Set nonlinear function:

   f x x b    (6)

According to statistical learning theory, function estimation problem can be described as
the following optimization problem.

 

2 2

1

1
min

2

. . , 1, 2,...,

l

i
i

T
i i is t y x b i l

  

  




   

 (7)

Where   : nx R H  is the mapping function of feature space,  is the weight vector of the
space H , b R is the deviation, i is the error variable, and  is the real-valued constant.

The above formula is a convex quadratic optimization problem. Introducing Lagrange
function:
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Where 0ia  is the Lagrange multiplier.
According to the KKT conditions, there is:
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Use formula (9) to eliminate and i , and get the implementation form of the LSSVM.
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(10)

Where 11 [1,1,...,1]l  , 1 2[ ; ;...; ]la a a a , , 1, 2,...,i j l , I is the unit matrix, ia and b can be solved by
the formula (10).

Therefore, nonlinear decision function can be obtained, where      T

i ik x x x x   .
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3.2. Selection and Optimization of Parameters
The performance of LSSVM depends on the selection of parameters, and the specific

model is uniquely determined by its parameters. Because this paper uses RBF kernel function,
LSSVM just determine the kernel function’s parameter and the penalty factor, and no longer
need to determine insensitive loss coefficient, As a result, it simplifies the model structure.

At present, the selection of these two parameters is based on experience method and
cut and tries method. This paper uses particle swarm optimization algorithm to optimize
parameters of LSSVM to find the best parameter combination.

3.3. Prediction Procedure of Traffic Flow
Step 1: Use C-C method mentioned in literature [10] to determine the embedding

dimension 1 2 3, ,d d d and delay time 1 2 3, ,   of the traffic flow, occupancy and average speed time

series  ,1 ,2 ,, , , , 1, 2,3i i i i NX x x x i   .

Step 2: Calculate the average period 1 2 3, ,p p p of the time series 1 2 3, ,X X X by Fast
Fourier Transform. Then use the largest Lyapunov exponent method [12] to judge the chaotic
characteristics of traffic flow, occupancy and average speed time series

Step 3: Get the phase points by reconstructing multivariable state space of traffic flow,
occupancy and average speed time series.
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Where 1,2, ,n L  ,  
1 3
min 1i i

i
L N d 

 
   .

Step 4: After the phase space reconstruction, the phase point obtained after
reconstruction is inputted, and the last traffic flow parameter came from the following phase
point is outputted. Then normalize the inputs and outputs and divide them into training set and
test validation set. The inputs and outputs of prediction model based on phase space and
LSSVM is expressed as follows:
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Outputs =
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Step 5: Train LSSVM, and get traffic flow forecasting model. Then use the trained
LSSVM to predict the test validation set.

4. Case Study
To verify the feasibility and the prediction accuracy of the model, this study adopts five

minutes aggregate data of the sensor NO.601208 of California PeMS 12.3 system for model
validation. The data includes three parameters -traffic flow, occupancy, average speed. The
paper select 864 sets of data from June 17, 2013 to June 17 2013 as the training set, and 288
sets of data from June 20, 2013 as the test validation set. Completing this example verification
by Matlab7.6 on PC with CPU 2.53GHZ, memory 2G, and Windows7 operating system.

4.1. Confirmation of Embedding Dimension and Delay Time
This paper adopts the C-C method to determine the embedding dimension and delay

time of the traffic flow, occupancy and average speed time series. The calculation results are
shown in Figure 1 to Figure 3. The first minimum value of  S t is the delay time of the time

series, and the minimum value of  corS t is the embedding window width of the time series.
Therefore, according to Figure 1 to Figure 3, the Table 1 can be obtained.

Table 1. Embedding Dimension and Delay Time
traffic flow occupancy average speed

embedding dimension 1 7d  2 6d  3 9d 

Delay time 1 18  2 22  3 15 

Figure 1. C-C Algorithm Results-traffic Flow Figure 2. C-C Algorithm Results- occupancy

Figure 3. C-C Algorithm Results- average Speed
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4.2. Calculation of Largest Lyapunov Exponent
According to the above results and the average periods 1 2 3 288p p p   obtained by

Fast Fourier Transform, we adopt the method of small data sets to analyze traffic flow,
occupancy and average speed time series, and the calculation results are shown in Figure 4.
The straight lines of the Figure 4 are the fitting straight lines of the least squares method, whose
slopes are the largest Lyapunov exponents. The largest Lyapunov exponents of traffic flow,
occupancy and average speed time series are 0.0011, 0.0014 and 0.0012, respectively.
Because all of the largest Lyapunov exponents are greater than zero, we get the conclusion that
traffic flow, occupancy and average speed time series show the chaotic characteristics.

Figure 4. The Largest Lyapunov Exponent

4.3. Prediction of Short-term Traffic Flow
In order to compare the MPSR-LSSVM model (Prediction Model of LSSVM based on

MPSR) with ASV-LSSVM model (Prediction Model of LSSVM Based on A Singe Variable)
mentioned in literature [7], this paper draws comparative diagrams of predicted values and
actual values (only show 100 sets data for clear comparison). The results are shown in following
Figure 5 and Figure 6.

Figure 5. Comparison of Prediction Value and Detective Value- MPSR-LSSVM
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Figure 6. Comparison of Prediction Value and Detective Value- ASV-LSSVM

In order to compare the performance of the two models, this paper selects the following
three indicators as a basis for evaluation. In these formulas below, if is the predicted value, iy

is the actual value, N is the number of predicted values. The comparisons of these two models
are shown in Table 1 below.

1) Mean Absolute Error：

1
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i iMAE f y
N

  (15)

2) Mean Relative Error：
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  (16)

3) Mean Square Error：

 2
1

1 N

i iMSE f y
N

  (17)

Table 2. Evaluation Value of the Models

models
evaluation indexes

MAE MRE MSE
MPSR-LSSVM 5.3892 0.1136 50.5067
ASV-LSSVM 7.3348 0.1524 93.7449

From Table 2, it can be seen that the average absolute error (MAE), mean relative error
(MRE) and mean square error (MSE) of MPSR-LSSVM model were less than ASV-LSSVM
model’s. Because correlation relationship exists in multivariate time series, and multivariate time
series can eliminate noise of a single variable, therefore, it can reduce errors and improve the
prediction accuracy.
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5. Conclusion
Predicting traffic flow accurately is the basis of intelligent traffic control and guidance

system, this paper presents a prediction model based on multivariate phase space
reconstruction and LSSVM. Firstly, this model gets the embedding dimension and delay time of
traffic flow, occupancy, and average speed time series, and then reconstructs multivariable
phase space. Secondly, the phase points obtained after reconstruction are inputted, and the last
traffic flow parameter came from the following phase point to be used as output. Finally, the
SVM which be trained is adapted to realize short-term traffic flow prediction. This model differs
from the previous models based on phase space reconstruction and support vector machine; it
reconstructs traffic flows, occupancy, and average speed time series at the same time, while
only traffic flow time series is restructured in earlier researches. Multivariate time series model
may contain more dynamic information, and especially when there are some noises in the
system, the model can filter out noise and improve the prediction accuracy. Experimental results
show that the model can effectively predict short-term traffic flows. However, the model still has
limitations, such as the dimension obtained after reconstructed is too large, this will be the
direction of future research.
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