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 The Palembang city fire and rescue service (FRS) is encountering challenges 

in adhering to national standards for fire response time. Hence, the 

Palembang city FRS is committed to enhancing employee performance 
through quarterly performance assessments based on various criteria such as 

attendance, work targets, behavior, education, and performance reports. This 

study proposes tree-based models in machine learning (ML) and 

hyperparameter optimization to assess the performance of Palembang city 
FRS employees. Tree-based models encompass decision trees (DT), random 

forests (RF), and extreme gradient boosting (XGB). The predictive 

performance of each model was evaluated using the confusion matrix (CM), 

the area under the receiver operating characteristic (AUROC), and the kappa 
coefficient (KC). The results indicate that RF performs better than DT and 

XGB in the sensitivity, AUROC, and KC metrics by 1.0000, 0.9874, and 

0.8584, respectively. 
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1. INTRODUCTION 

According to Permendagri 86 of 2017, the national standard for the fire and rescue service (FRS) 

performance is that the FRS must be able to handle a fire management area with a maximum response time 

of 15 minutes. However, the Palembang city FRS is not meeting this target. It is shown from the performance 

indicator that fire response time in 2022 will only reach 80 percent [1]. Therefore, the Palembang city FRS is 

committed to improving its performance in the next three years. 

One way is to enhance employee performance. The Palembang city FRS has initiated employee 

performance assessments every quarter. To ensure a fair and objective assessment, FRS utilizes multiple 

criteria, including attendance, work targets, behavior, education, and performance reports. The results of the 

performance assessment are the basis for determining allowances. Therefore, an objective appraisal is needed 

to ensure the assessment team’s findings align with each employee’s accomplishments. 

Machine learning (ML) methods can be applied as the right solution to reduce bias in performance 

assessment. ML can build models to identify specific patterns in a dataset, and models can be utilized to 

evaluate/predict new data. However, there are only a few implementations of ML to assess employee 

performance. Some studies use methods such as the Naïve Bayes (NB) [2]-[4], decision tree (DT) [2], [5], 

and K-nearest neighbor (KNN) [3]. Galih and Eriyadi [6] and Sartika and Gustriansyah [5] show that the 
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performance of the DT method outperforms the NB. Meanwhile, other studies generally use multi-criteria 

decision-making methods, including the analytical hierarchy process [7], [8], simple additive weighting [9], 

[10], technique for order preference by similarity to ideal solution [11], [12], profile matching [13], [14], 

weighted product [15], and others that must involve experts to assess employee performance. Besides that, 

there are several similar studies but for the case of student/academic performance assessment with numerical 

[16]-[18] and categorical data [19]-[21]. 

Therefore, this study proposes tree-based models in ML to assess the Palembang city FRS 

employees’ performance. Tree-based models in ML include DT, random forest (RF), and extreme gradient 

boosting (XGB). DT in ML is like a flowchart that makes decisions based on data attributes and leads to a 

decision [5]. It is beneficial in situations that require straightforward and logical judgments. Meanwhile, 

pruning techniques are essential to ensure the DT model’s accuracy. Therefore, they help decrease model 

complexity and prevent overfitting to achieve optimal performance. 

RF is an ensemble learning method that combines several DTs to produce more accurate predictions 

[22]. In handling complex data sets, this method generally outperforms DT [23]. XGB, on the other hand, is 

another ensemble learning method with a different approach than RF [24]. RF builds trees independently, 

while XGB builds trees sequentially. Each new tree helps correct the mistakes made by the previous tree.  

It’s as if each tree in the sequence learns from the previous tree’s mistakes, resulting in a more accurate 

model. Additionally, hyperparameters will be fine-tuned to be optimal [25], and each model’s predictive 

performance is evaluated using metrics such as accuracy, sensitivity, precision, specificity, area under 

receiver operating characteristic, and kappa coefficient (KC). 

 

 

2. METHOD 

The study’s approach is based on the modified cross-industry standard process for data mining [26]. 

This model comprises five sequential processes, as depicted in Figure 1. The initial phase of this model is 

Business Understanding. This phase comprehends the business from various perspectives, such as application 

field, project goals, requirements, and management regulations. 

 

 

Data 

Understanding
Evaluation

Business 

Understanding
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Figure 1. Research phases 

 

 

2.1.  Data understanding 

The second phase involves collecting, describing, analyzing, and manipulating data using various 

techniques to familiarize users with the data. The Palembang city FRS dataset from the first quarter of 2023 

(January to March) will be utilized for this study. The dataset has 218 employee records, each containing six 

attributes with values as presented in Table 1. Furthermore, the correlation between variables is verified 

using the rank correlation coefficient. 

 

 

Table 1. Attributes description 
Attributes Values Type 

Attendance Discipline/undisciplined Categorical 

Performance_report Satisfied/dissatisfied Categorical 

Work_target Needs improvement/good/very good Categorical 

Work_behavior Needs improvement/good/very good Categorical 

Education SMP/SMA (SMK)/D3/S1/S2 Categorical 

Result Worthy/unworthy Categorical 

 

 

2.2.  Data preparation 

All activities required to construct the final data set to be used in the modeling phase are covered in 

this phase. Data preparation is a crucial phase in enhancing model performance. During this process, invalid 

data, including empty, incomplete, or null data is removed from the dataset [27]. Additionally, all variables 

are converted to numeric values to facilitate calculations and then encoded as categorical. After this, the 
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dataset is randomly partitioned into two parts, with 80% of the data allocated for training and the remaining 

20% for testing. The data balance across each class in the target variable (result) is carefully considered for 

the training and test data. 

 

2.3.  Modeling 

2.3.1. Decision tree 

DT is a method used for classification that represents data in a tree structure. Each attribute (p) is a 

node in the tree, represented by branches for its value and leaves for the class [5]. DT works by dividing data 

into smaller groups based on attribute values. Entropy is used to measure the uncertainty of data (j) at each 

branch division (s). This process is repeated recursively by dividing the groups into smaller groups.  

The process stops when all groups have high homogeneity. When there are no more attributes that can be 

used to divide the groups. In addition to entropy (E), information gain (IG) is also calculated. IG measures 

the difference in the entropy of data before and after dividing it based on a feature or attribute. A higher IG 

indicates better and more informative separation. 

 

𝐸(𝑠) =  ∑ 𝑝𝑗 log2 𝑝𝑗
𝑛
𝑗=1  (1) 

 

𝐼𝐺(𝑝) =  𝐸(𝑠) − ∑
|𝑠𝑖|

|𝑠|
𝑛
𝑖=1 𝐸(𝑠𝑖) (2) 

 

2.3.2. Random forest 

RF is a supervised ML method that uses DT techniques to categorize data [22]. This method 

consists of a collection of DTs that are trained randomly and assign labels to each leaf node. Each DT in the 

set is built using different data from the original dataset. RF uses a majority vote to determine the final label. 

The two most crucial parameters in RF are ntree and mtry. “ntree” defines the number of trees in the model, 

and “mtry” defines how many labels are required in each step. These two parameters produce the explained 

variance and percentage error rate. This method has several advantages, including high accuracy, resistance 

to overfitting, and effortless interpretation. 

The process of how RF works can be explained in the following steps: 

Step 1: randomly select j samples from the training dataset using bootstrap resampling with replacement. 

Step 2: randomly select m attributes from p attributes (where mp). 

Step 3: construct a DT and then split the best node(s) from the DT using the Gini index: 

 

𝐺𝑖𝑛𝑖(𝑇) = 1 − ∑ 𝑝𝑗
2𝑚

𝑗=1  (3) 

 

Step 4: repeat steps 1-3 until a forest of n trees (ntree) is formed and the optimal mtry is obtained. 

Step 5: use a majority vote to determine the label of a leaf node (class). 

 

2.3.3. Extreme gradient boosting 

XGB is an ensemble ML method used for classification and regression tasks. It utilizes the outputs 

of multiple DT to create a more precise and robust model [24]. In the XGB method, each DT is trained to 

reduce the prediction error of the previous model. The newly added DT learns from the prediction errors 

incurred by the previous model and tries to minimize those errors. XGB has several advantages, including 

high efficiency, accuracy, and stability. 

These are the steps for building an XGB model: 

Step 1: set the initial prediction probability (Pri) as the base output, with i = 1, 2, …, n. 

Step 2: compute the residual error (RE) based on the actual output (Yi). 

 

𝑅𝐸𝑖
𝑡 = 𝑌𝑖 − 𝑃𝑟𝑖

𝑡 (4) 

 

Step 3: construct a binary DT. 

Step 4: evaluate the similarity score (SS). 

 

𝑆𝑆𝑛𝑜𝑑𝑒 =
(∑ 𝑅𝐸𝑖

𝑡𝑛
𝑖=1 )

2

∑ 𝑃𝑟𝑖 
𝑡(1−𝑃𝑟𝑖

𝑡) 𝑛
𝑖=1 + 𝜆

 (5) 

 

Step 5: determine the Gain for each attribute. Select the attribute with the highest Gain to build the DT. 

 

𝐺𝑎𝑖𝑛(𝑝) = 𝑆𝑆𝑙𝑒𝑓𝑡 + 𝑆𝑆𝑟𝑖𝑔ℎ𝑡 − 𝑆𝑆𝑟𝑜𝑜𝑡 (6) 
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Step 6: expand the DT and determine the leaf output (Lo) by applying optimization parameters (). 

 

𝐿𝑜𝑖 =
 ∑ 𝑅𝐸𝑖

𝑡𝑛
𝑖=1

∑  𝑃𝑟𝑖
𝑡 (1−𝑃𝑟𝑖

𝑡) 𝑛
𝑖=1 + 𝜆

 (7) 

 

Step 7: calculate the log odds value of the base model. 

 

log 𝑜𝑑𝑑𝑠𝑖
𝑡 = log (

𝑃𝑟𝑖
𝑡

1−𝑃𝑟𝑖
𝑡) (8) 

 

Step 8: compute new probabilities for each record and normalize them using the learning rate (). 

 

𝑃𝑟𝑖
𝑡+1 = log 𝑜𝑑𝑑𝑠𝑖

𝑡 + 𝜂 . 𝐿𝑜𝑖 (9) 

 

Step 9: standardize the probability value using the binary sigmoid function (Sig). 

 

𝑆𝑖𝑔(𝑃𝑟𝑖
𝑡+1) =

𝑒𝑃𝑟𝑖
𝑡+1

1+𝑒
𝑃𝑟𝑖

𝑡+1 (10) 

 

Step 10: recalculate the RE using the new 𝑃𝑟𝑖
𝑡+1 and repeat the process from step 2 to step 9 to create a new 

DT.  

 

2.3.4. Hyperparameter 

The hyperparameter fine-tuning phase is crucial in determining the optimal model parameters before 

the training process begins [25]. Each model involves unique sets of hyperparameters [28]. The ‘mlr’ library 

in R was used to optimize these hyperparameters. 

 

2.4.  Evaluation 

2.4.1. Confusion matrix 

Confusion matrix (CM) consists of four categories: true positive (TP), false positive (FP), true 

negative (TN), and false negative (FN) as presented in Table 2 [22]. CM is the basis for assessing several 

validation metrics as presented in Table 3, such as accuracy (1), precision (2), sensitivity (3), and specificity (4), 

that are used to evaluate models [29]. Precision is a metric to measure the ratio of correct positive 

predictions. Meanwhile, sensitivity measures the model’s ability to identify all positive cases. Specificity, on 

the other hand, identifies true negative results. Accuracy measures the ratio of correct predictions, both 

positive and negative, out of all the data. It is important to select appropriate metrics based on specific 

scenarios to evaluate the model’s performance accurately. 

 

 

Table 2. The confusion matrix 
 Actual “Worthy” Actual “Unworthy” 

Predicted “Worthy” TP FP 

Predicted “Unworthy” FN TN 

 

 

Table 3. The validation metrics 
Metrics Equation 

Accuracy 𝑇𝑃 + 𝑇𝑁/(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁) (1) 

Precision 𝑇𝑃/(𝑇𝑃 + 𝐹𝑃) (2) 

Sensitivity 𝑇𝑃/(𝑇𝑃 + 𝐹𝑁) (3) 

Specificity 𝑇𝑁/(𝑇𝑁 + 𝐹𝑃) (4) 

 

 

2.4.2. Area under the receiver operating characteristics curve 

area under the receiver operating characteristic (AUROC) is a metric used to evaluate the overall 

performance of a classification system. It determines a threshold value and measures the model’s ability to 

differentiate between two classes or groups accurately. In a multi-class study, a “positive” class is designated, 

and the remaining classes are defined as “negative.” The AUROC value of a model increases as its accuracy 

in predicting the class improves, with a value closer to 1 indicating better accuracy [30]. 
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2.4.3. Kappa coefficient 

KC is used to quantify inter-rater reliability or agreement between annotators when performing a 

classification task. KC can be utilized for classification tasks involving several classes or imbalanced class 

distributions. The coefficient values are 0 for low agreement and 1 for perfect agreement [31]. It is important 

to note that the KC should only be used to measure outcomes that involve qualitative (categorical) data. 

 

 

3. RESULTS AND DISCUSSION 

3.1.  Data understanding 

In this phase, the class composition of the target variable (result) is presented for the 218 employees 

in the dataset in Table 4. The results indicate that the class composition is relatively balanced among the 

different classes. Besides, the relationships between variables are shown in Figure 2. The results demonstrate 

that the education variable most dominantly influences the result variable. It can assist in determining the 

root variable for the DT and RF methods. 

 

 

Table 4. The class composition of the result variable 
 Worthy Unworthy 

No of employee 128 90 

 

 

 
 

Figure 2. The relationships between variables 

 

 

3.2.  Data preparation 

In this phase, verification is performed for empty and null data. There is no data reduction in this 

phase. Furthermore, the dataset is randomly partitioned into training and testing data in a ratio of 80:20.  

The class balance for each dataset is verified to minimize any bias. Figure 3 illustrates the class composition 

of the result variable for both the training and testing data. Figure 3(a) depicts a class composition of 59:41 

for the training data, while Figure 3(b) shows a slightly improved class composition for the testing data. 

However, both compositions indicate that the class composition is relatively balanced. 

 

 

 
(a) 

 
(b) 

 

Figure 3. The class composition of the result variable for (a) training data and (b) test data 

 



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 38, No. 1, April 2025: 569-577 

574 

3.3.  Hyperparameter optimization 

The optimal hyperparameter configurations obtained using the ‘mlr’ library for each model are 

listed in Table 5. The hyperparameters fine-tuning for the DT and RF methods is straightforward. In contrast, 

the XGB method’s hyperparameter fine-tuning is more comprehensive. 

 

 

Table 5. The hyperparameters fine-tuning in ML methods 
Method Hyperparameters 

DT Maxdepth=23, cp=0.009, minsplit=8 

RF Ntree=10, mtry=2 

XGB 
Eta=0.379, max_depth=3, min_child_weight=2.59, colsample_bytree=0.969,  

colsample_bylevel=0.863, subsample=0.966, nrounds=139, booster=gbtree 

 

 

3.4.  Evaluation 

We employed CM, AUCROC, and KC to assess the performance of the classification models.  

The CM delineates the classification performance of each model using the test data, as depicted in Figure 4. 

Figures 4(a) and 4(b) exemplify the CM results for the DT and RF models; conversely, Figure 4(c) illustrates 

the marginally different CM yielded by the XGB model. 

In addition, the AUROC results for each model are depicted in Figure 5. Figures 5(a)-5(c) present 

the AUROC values for the DT, RF, and XGB models, all of which are notably high (above 90%). However, 

the AUROC achieved by the RF model outperforms the other two models. 

 

 

   
(a) (b) (c) 

 

Figure 4. The CM for: (a) DT, (b) RF, and (b) XGB models 

 

 

   
(a) (b) (c) 

 

Figure 5. The AUROC for: (a) DT, (b) RF, and (b) XGB models 
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Based on CM, accuracy, precision, sensitivity, and specificity metrics can be determined for each 

model. Furthermore, the evaluation results based on metrics for each model are shown in Table 6. These 

results prove that RF has better performance than DT and XGB. Because it got the best scores on three 

metrics: sensitivity, AUROC, and KC. Meanwhile, DT and XGB are only superior in two metrics. 

 

 

Table 6. The evaluation results 
Metrics DT RF XGB 

Accuracy 0.9318 0.9318 0.9318 

Sensitivity 1.0000 1.0000 0.9000 

Precision 0.8929 0.8929 1.0000 

Specificity 0.8421 0.8421 1.0000 

AUROC 0.9211 0.9874 0.9500 

KC 0.8584 0.8584 0.8514 

 

 

If observed, the accuracy level for all three tree-based models is the same, indicating that the 

accuracy metric cannot be utilized to measure model performance. In addition, the CM approach used is not 

appropriate if we compare the DT and RF as they both produce the same performance. However, additional 

studies with various datasets are needed to support this conclusion. In this case, the AUROC metric is the 

most appropriate for measuring model performance as it shows the results’ differentiation. The proposed 

method in this study shows superior performance (accuracy) compared to previous studies [5], [6]. 

This study also found that RF as a tree-based model in ML has worked better to solve employee 

performance assessment issues. The RF model uses a combination of many trees to produce more accurate 

and robust results compared to the DT method. Meanwhile, the XGB method builds trees one by one and 

uses each new tree to correct mistakes made by the previous tree, resulting in highly accurate models. 

However, XGB may require more sensitivity and adjustment compared to RF. 

Tree-based models in ML with hyperparameter optimization have produced excellent performance 

in assessing the performance of DKP employees in Palembang city. These findings could be a foundational 

step for future research. However, this study has limitations as it is a specific case study. Therefore,  

the results must be generalized by implementing them in various other cases. In addition, variable selection 

methods can also be tried to enhance the model’s results and gain a better perspective on crucial variables. 

 

 

4. CONCLUSION 

This study highlights the significance of using tree-based models in ML techniques such as DT, RF, 

and XGB in evaluating employee performance for the Palembang city FRS. The research findings indicate 

that tree-based models in ML exhibit high performance in resolving employee performance assessment 

issues. The graduate variable is the most significant factor influencing the result variable. Of the three tree-

based models, the RF model performs better than DT and XGB in addressing employee performance 

evaluation issues. RF’s superiority is demonstrated in the sensitivity, AUROC, and KC values by 1.0000, 

0.9874, and 0.8584, respectively. These findings could serve as a crucial step for inspiring future research. 

However, to achieve generalizability, it is necessary to apply these models to various other cases. Finally, 

new ensemble and hybrid models can be introduced to achieve higher performance. 
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