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 Eye diseases are one of the serious health problems affecting human life. 

Detecting and diagnosing them early is critical to prompt treatment and 

preventing vision loss. However, all studies in the field of eye disease 

classification using machine learning models are limited to the detection of 

single diseases, and the accuracy rate is still low in multi-class systems. In 

this study, we propose a multi-class classification model using four pre-

trained CNNs (DenseNet121, ResNet50, EfficientNetB3 and VGG16). The 

model classified eye diseases into four categories: diabetic retinopathy, 

cataract, glaucoma, and normal. To improve the training process, another 

data augmentation technique is applied to increase the amount of data. The 

performance metrics of the system are calculated using the confusion matrix. 

DenseNet-121 shows excellent performance in retinal disease classification 

in 30 epochs of training, with training and test accuracy reaching 99.97% 

and 96.21% respectively. The implementation of this system should be 

considered as a very useful means to help ophthalmologists to rapid and 

precision detection of various eye diseases in the future. 
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1. INTRODUCTION 

According to the World Health Organization (WHO) [1], [2], it is estimated that approximately 2.2 

billion people suffer from visual impairment. 1 billion of those cases could have been prevented or still have 

to be addressed. The leading causes of blindness or distance vision impairment among those mentioned 1 

billion are cataracts (94 million) [3], refractive error (88.4 million), age-related macular degeneration (8 

million), glaucoma (7.7 million) [4] and diabetic retinopathy (3.9 million) [5]. Early detection of eye diseases 

is crucial in the treatment especially that they are the main cause of blindness around the world and some of 

them have irreversible effects. Common eye diseases are: 

Cataract: cataracts are the transparency loss of crystalline lens area as shown in Figure 1, which 

occurs when the protein inside the lens clumps together [6] it causing the eyes to be cloudy, vision to be 

frosty or fogged-up and the person suffering from it to face difficulties reading, driving, and even recognizing 

another person’s face. 

Glaucoma: The second leading cause of blindness in the world, 50% of people with glaucoma don’t 

know they have it as there are usually no early symptoms [7] as shown in Figure 2 caused by fluid building 

up in the front part of the eyes that increases the pressure inside the eye causing the optic nerve that connects 

the eye to the brain to be damaged [8]. 

https://creativecommons.org/licenses/by-sa/4.0/
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Diabetic Retinopathy: DR is a complication of diabetes that causes the blood vessels of the retina to 

swell and to leak fluids and blood as shown in Figure 3. DR can lead to a loss of vision if it is in an advanced 

stage. Worldwide, DR causes 2.6% of blindness [9], [10]. The possibility of DR presence increases for 

diabetes patients who suffer from the disease for a long period [11]. 

 

 

 
 

Figure 1. Fundus of the eye with 

Cataract 

 
 

Figure 2. Fundus of the eye with 

Glaucoma 

 
 

Figure 3. Retinal fundus images of 

Diabetic retinopathy 

 

 

Early detection of eye diseases plays a crucial role in alleviating the majority of cases of visual 

impairment to minimize the risk of blindness in affected individuals. Manual lesion detection is time-

consuming and may lack the desired accuracy. Many automated systems have been developed recently to 

help ophthalmologists in their work, Deep learning (DL) methods have gained popularity for detecting 

various human diseases due to their high performance and superior accuracy [12]. 

Several research studies have shown that DL models provide superior accuracy in the field of visual 

impairment detection. For instance, in [13] research was conducted to detect eye disease in fundus images 

using convolutional neural network (CNN) using MobileNetV2 architecture with a dataset of fundus images 

consisting of 601 images divided into 2 normal and abnormal classes (cataract, glaucoma, and retinal disease) 

get an accuracy value of 72%, precision of 72%, recall of 72%, and F1-Score of 72%. A model proposed in 

[14] presented a neural network-based framework to analyze early eye sicknesses of the patients. They used 

multi-facet feedforward networks with a solitary secret layer. The Backpropagation calculation is utilized for 

preparing the organizations in an administered mode and achieved 87% accuracy. 

The main objective of the work in [15] was to create an automatic image-level diabetic retinopathy 

detection using three DL models which were Inception V3, ResNet151, and Inception-ResNet-V2. They 

individually performed with an accuracy of 87.91%, 87.20% and 86.18% respectively. The idea of [16] was 

to examined the performance of four pretrained CNN models, including DenseNet121, InceptionV3, 

Xception, and InceptionResNetV2, to diagnose cataracts from retinal images. Moreover, the authors 

discovered that InceptionResNetV2 outperforms all other models, with a two-class classification with 

accuracy of 98.17%. 

A study [17] suggests a method using the CNN method for the detection of retinal eye disease. They 

used multiple classes of diabetic eye disease, and the model was tested on various retinal fundus images 

collected from a public dataset and described by an ophthalmologist. Overall, 81.33% ACC, 100% 

sensitivity, and 100% specificity were achieved for multiclass classification. For a multiclass classification 

system using DL approach to detection of Cataract, Diabetic Retinopathy and Glaucoma Eye Diseases has 

been suggested in this research [18] The data set used for disease detection includes a total of 2748 Retinal 

Fundus images taken from 1374 normal individuals and 1374 different disease groups. the results obtained 

with the EfficientNet architecture were measured as 94.88% for Accuracy. 

The authors of this paper [19] classified eye disease conditions into three classes, namely normal, 

cataract, and glaucoma using a CNN with EfficientNet architecture the dataset in this paper is obtained from 

Kaggle totaling 300 images which resulted in the highest accuracy with 79.22% accuracy, 80.3% precision 

value, 79.22% recall value, 78.87% F1-Score. In [20] the authors present a classification system of fundus 

images, including images of healthy patients as well as those with diabetic retinopathy, cataracts, and 

glaucoma, using CNN and several pretrained models. the better results obtained are for GoogleNet, ResNet 

18, VGG 19, and AlexNet with the SGDM optimiser (92.7%, 92.1%, 87.9%, and 88.9%, respectively), and 

88.3%, 87.1% for ResNet 18 and VGG19, respectively, with the Adam optimizer. 
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2. METHOD 

This research paper presents a model of eye diseases using retinal fundus images. Figure 4 represent 

the proposed system for retinal disease classification. The proposed architecture includes different steps: data 

acquisition, the preprocessing phase, the partitioning phase and training of different models of CNN finally 

the performance of this approach is assessed using accuracy metrics and compared with previous research. 

 

 

 
 

Figure 4. Architecture of the proposed retinal disease classification system 

 

 

2.1.  Dataset 

The eye diseases dataset has been obtained from publicly available source Kaggle 

(https://www.kaggle.com/datasets/gunavenkatdoddi/eye-diseases-classification), this dataset is one of the 

most comprehensive resources available to the public on Kaggle for detecting eye diseases. This dataset 

comprises a diverse collection of retinal images categorized into four distinct disease types: Normal, Diabetic 

Retinopathy, Cataract, and Glaucoma. There is total 4,217 images can be observed in Figure 5. Figure 5(a) 

presents normal retina fundus, Figure 5(b) displays retinal of diabetic retinopathy, Figure 5(c) shows retinal 

with cataract, and Figure 5(d) presents retinal signs of glaucoma while Table 1 gives the details and statistics 

about the dataset. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 

Figure 5. Retina fundus of (a) normal, (b) diabetic retinopathy, (c) cataracts, and (d) glaucoma 

 

 

Table 1. Distribution of images in the dataset 
No. of classes Diseases Total image 

1 Diabetic Retinopathy 1098 

2 Cataract 1038 
3 Glaucoma 1007 

4 Normal 1074 

 

 

The dataset needs to be split into three different sets: Training, Validation, and Test. allocating 70% 

of the data for the training set, 15% for the validation set, and the remaining 15% for the testing set. The 

training set is the set of data used to train the model. It comprises a large portion of the available data and is 

the basis for model parameter estimation, the validation set was employed to assess and validate the trained 

models while the test set is the set of data used to evaluate the final performance of a trained model. 

 

2.2.  Preprocessing 

Image pre-processing is the preliminary stage in algorithm model building, it has been performed on 

fundus images of dataset to make dataset suitable for training process and to initialize it for the extract the 

feature. It consists of 3 steps: Resize images is a process of changing the large size of several images to 

become the same size to facilitate the image classification detection process, the image size used was 

224*224. Additionally, normalization is a process of changing the scale of image pixel values to have the 

same range of values. Pixel value is a numerical value that has a level of brightness or brightness of a pixel 

and the Data Augmentation this step is used in the pre-processing stage to increase the proposed system’s 

efficiency for precise evaluation. It increases the dataset by supplying more images to be used in the training 

and testing stages. Moreover, it will tackle the problem of overfitting. These techniques are: Horizontal Flip, 

Zoom Range, Rotation Range and Fill Mode. 

 

2.3.  Deep learning 

DL is one of the Machine Learning fields based on artificial neural networks. In DL there are many 

hidden layers that are modeled in such a way as to provide accurate output. The performance of DL teaches 

computers to process data like the human brain. it makes it possible to recognize and classify text, images, 

moving images, and audio [21]. 

 

2.4.  Convolutional neural networks 

CNN is a class of DL neural it is a special neural network type that has good performance in image 

classification it can recognize various objects after training on a large dataset. It can detect diseases within 

seconds that are difficult to recognize manually. The CNN takes images as input for encoding characteristics into 

architecture making forward function implementation efficient and reduction of network parameters, neurons in 

CNN layers are arranged in three dimensions. CNN is comprised of a minimum of 5 layers. Input 3D data is 

transformed into 3D output using a differentiable function. There are three components in CNN. The convolutional 

layer is the first one that is used for identifying patterns in the entire image. Secondly, the max-pooling layer is 

used for performing down sampling and thirdly the fully connected dense layer is used to output results [22]. 

 

2.5.  Transfer learning 

TL is the technique of transferring information from one domain to another [23]. Alternative for 

feature extraction and categorization TL stands for carried out with the use of a deep CNN model that has been 

in terms of DL, it had already been trained on a large dataset. Because fine-tuning a CNN model that has 

already been trained is usually faster, and considerably less time-consuming than training a CNN model with 

random data. TL has recently been updated to include weights that have been initialized from the start [24]. 
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2.5.1. Visual geometry group Visual geometry group (VGG16) 

The VGG-16 architecture is a CNN designed for image classification tasks. It was introduced by the 

Visual Geometry Group at the University of Oxford [25]. VGG-16 is characterized by its simplicity and 

uniform architecture, making it easy to understand and implement. This model employs 16 layers are 

organized into blocks, with each block containing multiple convolutional layers followed by a max-pooling 

layer for downsampling [26]. 

 

2.5.2. Residual networks residual network (ResNet50) 

ResNet50 is a 50-layer CNN. ResNet50 is a 48-layer residual network with one max pool layer and 

one average pool layer. that excels at image classification. It's like a highly trained image analyst who can 

dissect a picture, identify objects and scenes within it, and categorize them accordingly [27], [28]. 

 

2.5.3. The EfficientNetB3 

The EfficientNetB3 is the third model in the EfficientNet family it is an image classification models 

which achieve state-of-the-art ACC while being an order of magnitude smaller and faster than other models. 

The EfficientNetB3 can capture more fine-grained details in the input images due to having more filters per 

layer and a higher spatial resolution, it is a cost-efficient, robust model [29]. 

 

2.5.4. DenseNet 121 

DenseNet is a network architecture where each layer is directly connected to every other layer in a 

feed- forward fashion [30]. For each layer, the feature maps of all preceding layers are treated as separate 

inputs whereas its own feature maps are passed on as inputs to all subsequent layers. DenseNets have several 

compelling advantages: they alleviate the vanishing-gradient problem, strengthen feature propagation, 

encourage feature reuse, and substantially reduce the number of parameters [31]. 

 

2.6.  Training 

Convolutional Neural Network, which is one of the most popular algorithms for DL, different 

transfer learning architectures are implemented in the detection of diabetic retinopathy, cataract, glaucoma 

[32]. In this work CNN was used to train the model using four different classes: cataract, diabetic 

retinopathy, glaucoma and normal in order to classify retinal images. For feature extraction, the researcher 

used different pre-trained models such as DesnseNet121, EfficientNetB, ResNet50, and VGG16 were used 

with adding Global Average Pooling layer, dropout layer and Dense layer at the beneath of base model. The 

image size used was 224*224. Training and Validation of each model is trained and tested with augmentation 

images with different learning rates, the initial learning rate was set to 0.001, which was subsequently 

reduced to 0.0001, 30 epochs which is further divided into 10 steps with a batch size of 40 images which had 

a notable impact on the classification performance of the model 

the desired classification into four classes. 

 

2.7.  Evaluating performance using performance matrix 

The confusion matrix is a diagram that describes in detail the model's performance. In the confusion 

matrix, there are four categories: 

True Positive (TP), which denotes a true positive prediction. 

True Negative (TN), which denotes a true negative prediction. 

False Positive (FP), which denotes a false positive prediction. 

False Negative (FN), which denotes a false negative prediction. 

The results of the confusion matrix are used to determine the accuracy, precision, recall, and F1 

score to make performance comparisons of the models. The formulas used as measurement metrics in the 

literature [33] are given. 

 

Accuracy =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (1) 

  

Recall =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (2) 

 

Precision =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (3) 

 

F1 score = 2 ∗
precision∗recall

precision+recall
 (4) 
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Accuracy is one of the evaluation criteria used to determine the feasibility of the system in data classification. 

Recall is a parameter used to determine the quantity and Precision is a parameter used to determine quality 

finally The F1 score is a method for determining the recall and accuracy of a model. 

 

 

3. RESULTS AND DISCUSSION 

In this work, this model is implemented using Keras with TensorFlow on GoogleColab with GPU. 

Different pre-trained models such as DenseNet121, EfficientNetB, ResNet50, and VGG16 were used, this 

study used a dataset consisting of retinal fundus images, encompassing various conditions such as cataract, 

diabetic retinopathy, glaucoma and normal case. It was observed that using a larger batch size resulted in 

worse validation loss, several optimizers have been tested as Adam, SGD, RMSprop, Adamax, but Adamax 

optimizer works better than others it is the most popular optimizer these days. Adam generally requires a 

lower learning rate. The different Transfer Learning model used in this work were tested on the same 

database and we calculated evaluating performance using the confusion Matrix the results of this are used to 

determine the accuracy, precision, recall, and F1 score to make performance comparisons of the models. 

Table 2 shows the accuracy, precision, recall, and f1-score results obtained using the four models to 

classified the same categories (cataract, diabetic retinopathy, glaucoma, and normal). In this study that the 

DenseNet 121 model, which used the pre-trained model, achieved higher accuracy of 96.20 % compared to 

the EfficientNetB3 model, VGG16 model and ResNet50 Model which achieved a classification accuracy of 

92.41%, 93.36% and 93.84% respectively. It can also be seen that the F1-score of Diabetic retinopathy is 100 

%, the results of the other classes (Normal, Cataract, and Glaucoma) are better for the DenseNet121 in all 

evaluation metrics in Table 2. 

 

 

Table 2. Evaluation metrics for the different model of classification 
Model Class Precision Recall f1-score Accuracy 

DenseNet 121 cataract 0.98 0.96 0.97  
diabetic_retinopathy 1.00 1.00 1.00 96.20% 

 glaucoma 0.98 0.90 0.94  

 Normal 0.90 0.98 0.94  

 cataract 0.91 0.94 0.93  

The 

EfficientNetB3 

diabetic_retinopathy 1.00 1.00 1.00 92.41% 

 glaucoma 0.92 0.82 0.87  

 Normal 0.87 0.94 0.90  

 cataract 0.92 1.00 0.96  
VGG16 diabetic_retinopathy 1.00 1.00 1.00 93.36% 

 glaucoma 0.87 0.87 0.87  

 Normal 0.95 0.88 0.91  
 cataract 0.98 1.00 0.99  

 diabetic_retinopathy 1.00 1.00 1.00 93.84% 

ResNet50  
glaucoma 0.96 0.81 0.88  

 Normal 0.84 0.96 0.90  

 

 

An accuracy comparison of the four training and testing processes are in Figure 6. The maximal 

training and validation accuracy of the DenseNet 121 is shown in Figure 6(a) during the training and 

validation periods. At epoch 20, DenseNet 121 architecture the achieved results demonstrated remarkable 

accuracy, with a 96.20% and the precision was 98%. The accuracy and loss for EfficientNetB3, ResNet50 

and VGG16, model is shown in Figures 6(b)-(d), respectively. 

The results show that the proposed method is feasible and effective in classifying and detecting eye 

diseases. In terms of methodology, a notable distinction can be made between this study and previous 

research efforts. For example, in [34] the authors introduced DL architecture for detection of ocular disease 

achieved 95.17%. Furthermore, explored visual impairments utilizing ResNet-50+ Fine-tuning achieving an 

accuracy of 92% [35], on the other had in [36] the efficientNet B0 and MobileNetV3 models are used this 

study attained an accuracy of 94% and 73% respectively. Similarly, in [37] presented a study on visual 

impairments using the CNN model achieving an accuracy of 94%. In comparison, this study achieved a high 

accuracy rate an accuracy of 96.2% using the DenseNet121 model. The proposed model was presented and 

its effectiveness in classifying eye diseases was compared with previous studies that use the same categories 

(cataract, diabetic retinopathy, glaucoma, and normal retinal images) and the same dataset used in our 

research. Table 3 shows a comparison between the current studies and our research Based on Table 3, it can 

be noted that this research demonstrates better accuracy compared to previous studies used as references. 
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(a) 

 

(b) 

 

  

(c) (d) 

 

Figure 6. Training accuracy and lossL: (a) for DenseNet121 model, (b) EfficientNetB3 model,  

(c) for ResNet50 model, and (d) VGG16 model 

 

 

Table 3. Comparison of our work with very recent work 
Study Year dataset Model Test accuracy 

Proposed model 2024 Kaggel 

 

DenseNet121 96.20% 

[34] 2023 Kaggel 

(4217 images) 

Deep learning 95.17% 

[35] 2023 IDRiD 
4217 

ResNet-50 & 
Fine-tuning 

92% 

[36] 2023 Kaggel 

(4217 images) 

The EfficientNet-B0 

MobileNetV3 

94% 

73% 
[37] 

 

 

2023 

Kaggel 

(4217 images) 

 

CNN 

 

94% 

 

 

4. CONCLUSION 

Eye diseases such as cataracts, glaucoma and diabetic retinopathy are well-known forms of visual 

impairment that affect a significant number of people worldwide. Creating a highly effective automated 

diagnostic system for eye diseases represents a substantial step forward in addressing global health 

challenges, as early detection of these diseases is crucial to avoiding blindness. The model proposed in this 

study is trained using four pre-trained CNNs (DenseNet121, ResNet50, EfficientNet-b3, VGG16), these were 

applied to the same dataset. The model classified the retinal image into four categories: diabetic retinopathy, 

cataract, glaucoma, and normal, this study improved on previous research classifying eye diseases using the 

DenseNet 121 model. The system was able to detect better than all other models used and produced results 

with a performance accuracy value of 96.20%. Future work will focus on adding new diseases to the model. 

We will also attempt to classify in depth the stage of each types of visual impairments. Additionally, creating 

a web or mobile application to early disease detection, these disorders can be detected and diagnosed early 

enough to not only cure but also avoid permanent blindness. 
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