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 With the speed increase of reviews or other forms of text, natural language 

has the ability to convey large and complex amounts of information in 

relatively small communications. This capability is being leveraged by the 
machine-learning algorithm known as latent dirichlet allocation (LDA), 

which can be utilized to discover latent topics within documents. LDA can 

be also used to generate summaries or abstracts from a given set of 

documents. However, LDA can struggle to identify topics in short 
documents or in data with high levels of noise. This article will introduce a 

new method for topic modeling with LDA based on diagonal reading for 

sentences (DIAG-LDA). Primarily, the features are selected using the TF-

IDF algorithm, and the highest relevant features are extracted using the 
confidence value. Besides, the classification step is executed utilizing the 

LDA classifier. Ultimately, we evaluate our model using the convolutional 

neural network algorithm. The experiment results show that DIAG-LDA 

performs well in identifying features from text data, achieving a 94.4%, and 
89.5% in accuracy for the datasets on international economics and the 

political economy. 
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1. INTRODUCTION 

The extraction of meaningful information from large datasets is a critical challenge in fields such as 

electronics, telecommunications and computer science. Efficient and accurate data analysis methods are 

necessary to handle the ever-growing volume of textual information [1]. To address this challenge, advanced 

techniques in natural language processing (NLP) [2] and information retrieval are employed. Specifically, 

combining latent dirichlet allocation (LDA) for topic modeling [3] with effective reading techniques such as 

Diagonal reading enhances the capability to extract and comprehend information from extensive text corpora. 

Furthermore, incorporating convolutional neural networks (CNN) aids in identifying trends within these large 

datasets.  

The problem at hand involves the need for efficient methods to extract key themes and subtopics 

from vast amounts of text data [4]. This is addressed by integrating diagonal reading techniques with LDA 

[5], which automatically uncovers hidden topics within documents [6]. Diagonal reading helps in swiftly 

identifying crucial elements like topic sentences and headings [7], thus enhancing the topic modeling process. 

Previous works have utilized LDA to discover topics across various domains, including economy and politics 

https://creativecommons.org/licenses/by-sa/4.0/
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[8], by learning topic-word distributions through word co-occurrences [9]. However, these methods were 

usually insufficient or of limited accuracy/precision for large and complex datasets [10]. 

This paper proposes a novel approach that surpasses existing LDA models in the literature, 

demonstrating superior accuracy and precision in feature identification. Key aspects of this approach include 

the implementation of numerous pretreatment techniques [11] such as text lowercasing, negation handling, 

uniform resource locator (URL) and number removal, stop word elimination, tokenization, and 

lemmatization to enhance data quality. The data is then segmented into sentences based on the average 

number of words per sentence. Term frequency-inverse document frequency (TF-IDF) is applied to 

determine significant fixing points. Association rules are integrated using confidence values to select the 

most pertinent features. LDA is employed as a classifier to categorize each feature into five labeled topics, 

ensuring the capture of primary topics without overloading or diminishing their significance. Our recent 

approach surpasses alternative LDA models found in the literature, demonstrating superior accuracy and 

precision in feature identification. Finally, our proposal utilizes a CNN to treat text as a sequence, capturing 

relationships within sentences. By combining diagonal reading with LDA and CNN, our approach facilitates 

rapid comprehension of main themes and subtopics within text, revealing trends from extensive textual 

datasets. 

The paper is organized as follows : in section 2, related work is reviewed. In section 3, the problem 

is formally defined and the proposed approach is outlined. In section 4, the results of our investigations are 

presented and compared with other methodologies in the field. Finally, a conclusion is given. 

 

 

2. RELATED WORKS 

NLP involves analyzing vast amounts of data in natural language [12]. Challenges in NLP include 

sentence misunderstanding, varied word meanings, informal language, and incorrect segmentation. Text 

preprocessing before analysis is crucial for clarity and optimal results [13].  

Despite the abundance of available books, there is limited literature on diagonal reading. Yu [14] 

conducted a study comparing reading speeds for horizontal and vertical text, discovering that diagonal 

reading is faster and more efficient, particularly for small font sizes. Winsler et al. [15] propose that diagonal 

text processing differs from horizontal text due to containing more high-spatial frequency information. 

Regarding speed reading, the article [16] emphasizes its impact on text comprehension and retention. While 

sacrificing some comprehension for speed may be suitable for tasks like skimming, many situations require a 

slower pace for adequate understanding. The study [17] examines the impact of different orientation 

conditions on reading performance, measuring response times and accuracy rates, providing insights into 

how spatial orientation influences reading processes and cognitive processing in reading tasks. These studies 

provide that diagonal reading can be more efficient and faster than horizontal reading, depending on the font 

size, and that diagonal reading may have a different processing mechanism than horizontal reading. 

LDA is a widely used method for identifying thematic structures in large text datasets. Initially 

introduced by Blei et al. in 2003, LDA has become prominent in NLP, information retrieval, and 

computational social sciences. Blei et al. [1] introduced LDA as a generative model representing documents 

as combinations of hidden topics. Their seminal paper outlines LDA's fundamental concepts, mathematical 

framework, and inference techniques, setting a benchmark for subsequent research. Addressing the challenge 

of large-scale topic modeling, another study [18] proposes a flexible and scalable approach using variational 

inference. This statistical method efficiently estimates latent topics in vast document corpora, essential for 

discovering thematic patterns in natural language processing and text-mining tasks. In social media analysis, 

Rohani et al. [19] investigate topic modeling's application. Their study addresses challenges like noisy text 

and scalability for large datasets. Evaluation is critical for assessing LDA models. Wallach et al. [20] propose 

a comprehensive framework, including metrics like perplexity and topic coherence, to measure model quality 

and interpretability. 

 

 

3. METHOD 

In diagonal reading using NLP, several issues were addressed while executing system processes and 

extracting words. Firstly, there's a risk of losing important information, resulting in a superficial 

comprehension of the text. In addition, quick reading aims to cover more text in less time, highlighting 

keywords for efficiency. Retaining information and enhancing retention are crucial. Our proposed approach 

addresses these concerns, as shown in Figure 1. 

 

 

 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

 Enhancing diagonal comprehension with advanced topic modeling technique: … (Fatima-Zahrae Sifi) 

1263 

 
 

Figure 1. Global architecture of our DIAG-LDA method 

 

 

3.1.  Data pretreatment step 

In the digital age, online books have become popular sources of reading material worldwide. 

However, non-preprocessed sentences in these books can hinder comprehension. To address this issue, 

publishers and platforms must prioritize robust pre-processing strategies for accuracy and readability. 

Upon analyzing the document, we observed empty words and excessive punctuation. Our approach 

involved noise reduction for sentence normalization, including URL removal and punctuation elimination. 

Stop words lacking meaningful context were also removed, and all text was transformed to lowercase for 

consistency. Additionally, stemming was applied to unify word forms. Further details on these preprocessing 

steps are provided as displayed in Figure 2. 

 

 

 
 

Figure 2. Text preprocessing process 

 

 

3.2.  Word analysis 

Diagonal reading involves understanding words presented diagonally, hypothesized to rely on visual 

perception rather than linguistic processing. Research suggests diagonal reading can be faster and more 

efficient, especially with small text sizes [21]. In literature, shorter words are more frequently skipped than 

longer ones. For instance, three-letter words are omitted approximately 67% of the time, while 7–8 letter 

words are excluded only around 20% of the time [22]. In our approach, we adjust the word length threshold 

for removal based on dataset characteristics and research goals. By filtering out short words, we enhance the 

quality and efficiency of subsequent diagonal and NLP analyses. 

 

3.3.  Sentence segmentation 

Previous studies have used sentence length to assess syntactic complexity [23], [24]. The study [23] 

introduces a computer-based approach that evaluates text readability by considering linguistic and structural 

features like sentence length, vocabulary complexity, and coherence. Forti et al. [24], examine language 

models producing longer or shorter sentences and evaluate their effect on narrative coherence and 

engagement. For our proposal, sentence segmentation involves calculating the mean word count per sentence 

in the processed dataset: 
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Average(w/s) =
Sum(w)

Sum(s)
 (1) 

 

Average(w/s): average words per sentence; sum(w): overall count of words in the text after preprocessing; 

sum(s): overall count of sentences in the raw text. Once the average word count per sentence is calculated, it 

can be used as a threshold to segment the text. If the average is calculated to be 10, our dataset is divided into 

a sequence of words that contains 10 words in each sentence. 

 

3.4.  Reference point 

During reading, our eyes don't continuously move along the text, relying instead on stable positions 

for visual perception [25]. To optimize reading, we aim to expand fixational gaze and minimize fixations, 

representing the information within a fixation. Researchers link eye fixation duration with deeper cognitive 

engagement [26]. Our method uses TF-IDF to identify reference points: 

 

TF − IDF(m, s) = TF(m, s) × log(
T

DF(m)
) (2) 

 

m: word; s: sentence; TF(m, s): term frequency of m within sentence s; DF(m): number of sentences where 

the m word appears; T: total count of sentences. Distinctive features in our diagonal algorithm are identified 

using relevant words with high TF-IDF rates, aiding cognitive processing. Inspired by diagonal reading 

methods, our study selects two reference points per sentence based on their high TF-IDF scores. 

 

3.5.  Tracking guide 
Untrained readers often experience regressions, consciously rereading text [27], [28]. Utilizing 

visual guides aims to ease analysis by aiding text tracking skipping crucial words [29], ultimately enhancing 

reading speed [30]. After identifying two reference points per sentence, association rules are used to reveal 

word relationships. This iterative process involves eliminating words that fall below a certain minimum 

threshold and analyzing associations. Formally, the confidence value for an association rule (word1→word2) 

can be defined as: 

 

Confidence(m1 →  m2) =
N(m1,m2)

N(m1)
 (3) 

 

N(m1, m2): number of transactions containing both word1 and word2; N(m1): number of transactions 

containing w1; confidence assesses the conditional probability of word1 given word2, ranging from 0 to 1. 

Higher confidence scores signify stronger associations between words within the same sentence. For 

instance, 'stock-exchange' and 'financial-market' exhibit a strong association, resulting in high confidence 

values.  

LDA, first presented in 2003 [2], stands as one of the pioneering topic models. Operating as a 'bag 

of words' model, LDA focuses solely on term-document frequency, disregarding text organization [31]. The 

visual depiction of LDA is illustrated in Figure 3. 
 

 

 
 

Figure 3. Graphical depiction of LDA 

 

 

D: count of documents; α: distribution of document-topic θ; M: words present in the document; β: 

distribution of words within each topic; w: word; θ: topic distribution per document; z: topics to which the 

word is associated. 
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Our algorithm computes the confidence threshold by considering confidence values for each word 

pair and a percentile threshold. Rules surpassing the confidence threshold are considered strong and practical. 

Figure 4 outlines the process of determining the appropriate confidence threshold value. 

 

 

 
 

Figure 4. Confidence threshold flow 

 

 

To evaluate results, we used coherence and perplexity as evaluation metrics:  

Coherence: measures the coherence among words within a topic, indicating the interpretability of topics 

generated by LDA. Coherence can be computed using pointwise mutual information (PMI). We calculate the 

PMI scores for all word pairs within a topic. We take the average to obtain the coherence score for each 

topic. We compute eventually the overall coherence score by averaging the coherence scores across all 

topics. The formula for word pairs (m1, m2) is: 

 

PMI(m1,m2)=log2 (
P(m1,m2)

P(m1)⋅P(m2)
) (4) 

 

P(m1, m2): the likelihood of word co-occurrence m1 and m2; P(m1) and P(m2): the likelihood of individual 

words m1 and m2, correspondingly. Perplexity: is a widely used measure to evaluate the quality of LDA 

models. It assesses the model's predictive capability. It is calculated using (5). 

 

Perplexity(D)=exp(-∑log(p(w))) (5) 

 

D: the dataset; p(w): the probability assigned to word w. 
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3.6.  Training and evaluation dataset 

For extensive economic data classification, deep learning models such as CNN is favored. CNN 

architecture typically includes an embedding layer, a convolutional layer, and a max-pooling layer for output, 

as depicted in Figure 5. The preprocessed data is converted into a sequence of words, which are mapped to 

corresponding word vectors indexes. These indexes serve as input to the CNN model. Our convolution 

utilizes 64 filters, with each filter group reducing dimensionality through 1-max pooling. A fully connected 

layer with a dense function and rectified linear unit (ReLU) activation computes probabilities for the 5 labels 

in our case. The model is prepared through training using 5 epochs and a batch size of 32. Evaluation metrics 

for our model include accuracy, precision, recall, and the F1-measure. 

 

 

 
 

Figure 5. Example of one filter of CNN classifier in a words-sentence 

 

 

4. RESULTS AND DISCUSSION 

This study investigated the effects of DIAG-LDA on text comprehension and information retention. 

While earlier studies have explored the impact of various reading techniques on learning outcomes, they have 

not explicitly addressed its influence on the effectiveness of LDA in identifying thematic structures within 

texts. By focusing on how diagonal reading, a method that involves skimming and scanning text diagonally, 

interacts with LDA’s topic modeling, this research aims to fill a gap in understanding how reading strategies 

can enhance or impede the algorithm’s ability to uncover coherent themes in large textual datasets. 

To assess the efficacy of the model, we tested our approach using metrics like accuracy, precision, 

recall, and execution time. We evaluated its performance with the DIAG-LDA classifier on economic books 

and analyzed results from the CNN classifier within our model. Then, we compared our framework's 

performance with existing methods in similar studies. The first dataset within this research is a Book [32] of 

3,930 sentences in the English language about the political economy. Additionally, we have evaluated the 

proposed method on the international economics book [33] of 10,918 sentences in the English language to 

make a literature comparison. The results regarding coherence, and time execution of DIAG-LDA and LDA 

are presented in Tables 1 and 2. 

 

 

Table 1. Coherence of different datasets 
Model Coherence (%) 

International economics 

Coherence (%) 

Political economy 

DIAG-LDA 75.65 74.86 

LDA 41.32 36.46 

 
 

Table 2. Execution time of different datasets 
Model Execution time (seconds) 

International economics 

Execution time (seconds) 

Political economy 

DIAG-LDA 1.395 1.087 

LDA 106.256 42.403 

 

 

The DIAG-LDA method achieved a coherence of 75.64% and a timing of 1.395 seconds toward the 

international economics dataset and a coherence of 74.86%, a timing of 1.087 seconds toward the political 

economy dataset. Our method outperforms other techniques in coherence and execution time. This 

superiority is due to leveraging LDA with diagonal approach, which incorporates word confidence to define 

topics and assign appropriate words to sentences. The harmony of LDA's topic classification within our 

contextual framework, aided by a CNN classifier, further enhances its effectiveness. 

Regarding coherence, the presence and quality of semantic relationships between words greatly 

impact their value. Well-associated words contribute positively. Additionally, execution timing is determined 

by the complexity of the employed algorithm, the volume of data being processed, and the hardware 
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resources available. Faster execution is often achieved through optimized algorithms, parallel processing, and 

efficient resource allocation. However, using the basic LDA for our datasets, we achieved a coherence of 

41.32% and timing of 106.256 seconds for international economics dataset and a coherence of 36.46%, 

timing of 42.403 seconds toward political economy dataset. DIAG-LDA has the best scores in coherence and 

is level-headed in time execution. 

Although the benefits of LDA, our approach surpassed the performance of these enhanced 

classification techniques. This can be attributed to the utilization of a diagonal method utilizing the LDA 

topic modeling approach. Our methodology incorporates contextual data in the form of word confidence, 

presenting confidence values for every word within a topic. Through considering prominent words with 

higher values, the topic is defined, and subsequently, appropriate words are assigned to represent specific 

sentences within the text. This situationally representative diagonal method yielded better outcomes in 

comparison to the aforementioned approaches. The superior effectiveness of the DIAG-LDA approach can 

also be attributed to its consideration of a set of harmonious procedures for topic classification within the 

contextual framework. This was accomplished by implementing a CNN classifier to evaluate the process. 

Figure 6 display the accuracy rate of CNN classifier applied to our datasets, as a function of 5 

epochs. In the instance of the CNN classifier utilized to DIAG-LDA for the international economics dataset, 

the accuracy score achieved of 94.4% attained after 5 epochs. The DIAG-LDA for the international 

economics dataset with CNN classifier achieved the highest accuracy result. Similarly, CNN classifier 

applied to DIAG-LDA for the political economy dataset achieved 89.5% of accuracy score after 5 epochs. 

The CNN measures of DIAG-LDA for the political economy dataset also goes up to a satisfactory level.  

In the other side, the CNN classifier applied to LDA for the international economics dataset exhibited the 

accuracy of 67% after 5 epochs. Furthermore, the CNN classifier applied to LDA for the political economy 

dataset revealed the accuracy of 52.9% reached after 5 epochs. 

In terms of precision, the CNN classifier applied to DIAG-LDA on the international economics 

dataset achieved, in Figure 7, a precision of 94.7% after 5 epochs, while for the political economy dataset, the 

precision was 93.3% after the same number of epochs. These results show the model's high ability to 

accurately predict classes in both domains. Conversely, the CNN classifier applied to LDA for the 

international economics dataset had a precision of 66.7%, and for the political economy dataset, the precision 

was 54.3% after 5 epochs. 

For recall in Figure 8, the CNN classifier applied to DIAG-LDA on the international economics 

dataset achieved a recall score of 94.5% after 5 epochs, whereas for the political economy dataset, the recall 

was 89.4% after the same number of epochs. These results indicate the model's effectiveness in identifying 

positive instances within each dataset. In contrast, the CNN classifier applied to LDA for the international 

economics dataset had a recall of 66.8%, and for the political economy dataset, the recall was 52.5% after 5 

epochs. Regarding the F1-measure, the CNN classifier applied to DIAG-LDA on the international economics 

dataset, in Figure 9, attained an F1-measure of 94.4% after 5 epochs, while for the political economy dataset, 

the F1-measure was 90.3% after the same number of epochs. These findings highlight an effective balance 

between precision and recall in classification for both domains. In contrast, the CNN classifier applied to 

LDA for the international economics dataset achieved an F1-measure of 66.7%, and for the political 

economy dataset, the F1-measure was 52.8% after 5 epochs. 

 

 

 
 

Figure 6. Accuracy comparison of CNN on DIAG-LDA and LDA of datasets 



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 36, No. 2, November 2024: 1261-1272 

1268 

 
 

Figure 7. Precision comparison of CNN on DIAG-LDA and LDA of datasets 

 

 

 
 

Figure 8. Recall comparison of CNN on DIAG-LDA and LDA of datasets 

 

 

When training our datasets with more or less than 5 epochs, variations in results emerge due to the 

interplay between data volume and training duration. This potentially results in a risk of inadequate 

uncovering of diverse features found within the data. However, training with 5 epochs on a larger dataset 

offers extended learning opportunities, allowing the model to refine its understanding of data nuances and 

produce more accurate predictions. Thus, it is important to find a balance to achieve optimal performance. 

The comparison results among the CNN classifier indicate that the DIAG-LDA for the dataset of 

international economics and DIAG-LDA for the dataset of political economy achieved higher results than 

LDA for the dataset of international economics and LDA for the dataset of political economy, which suggests 

that our classifier model is generally effective in distinguishing between classes, and it also indicates strong 

performance in categorization. The DIAG- LDA for the international economics dataset with CNN classifier 

achieved the highest classification results. Similarly, the CNN measures of DIAG-LDA for the political 

economy dataset also goes up to a satisfactory level. 

Furthermore, in addition to our comparison of DIAG-LDA with traditional LDA, we compare it 

with three other LDA adaptations mentioned in the research: Jo and Oh [34] proposed SLDA for extracting 

aspects from user reviews. The objective of this methodology is to identify topics on a sentence level, as well 

as assign likelihoods of topics to words in every sentence. Yan et al. [35] suggested a modification of LDA 

for the short text that they designate the biterm topic model (BTM) for solving data sparsity that makes 

conventional topic models on short texts. The work of Ozyurt et al. [36] proposed an innovative modification 

of LDA algorithm for topic extraction based on sentence segmentation and sentiment analysis (SS-LDA). 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

 Enhancing diagonal comprehension with advanced topic modeling technique: … (Fatima-Zahrae Sifi) 

1269 

 
 

Figure 9. F1-measure comparison of CNN on DIAG-LDA and LDA of datasets 

 

 

We implemented and validated three LDA adaptations on datasets of political economy [32] and 

international economics [33]. We made some adjustments to the code to incorporate DIAG-LDA and to 

ensure a just and equitable comparison with BTM, sentence-LDA, and SS-LDA. We executed these LDA 

adaptations on our two datasets and compared their success in topic modeling. According to the results 

shown in Figures 10 and 11, DIAG-LDA outperforms other methods with the highest scores.  

 

 

 
 

Figure 10. Evaluation metrics comparison of CNN classifier on DIAG-LDA, SS-LDA, SLDA, and biterm 

approaches applied to political economy dataset 

 

 

 
 

Figure 11. Evaluation metrics comparison of CNN on DIAG-LDA, SS-LDA, SLDA, and biterm approaches 

applied to international economics dataset 
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While SS-LDA demonstrates commendable recall, its precision value is comparatively lower. The 

SLDA method achieved satisfactory outcomes regarding accuracy, precision, recall, and F1-measure applied 

to the international economics, and the political economy datasets. Thus, an accuracy value of 86.76%, 

precision score of 86.75%, recall score of 86.68%, and F1-measure value of 86.71% for the political 

economy dataset, although DIAG-LDA achieved the accuracy value of 89.5%, precision score of 93.3%, 

recall score of 89.4%, and F1-measure value of 90.3% as well for the political economy dataset. Therefore, 

DIAG-LDA shows superior reaching in topic extraction. Nevertheless, the performance of the BTM in topic 

extraction is disappointing. This underperformance highlights the limitations of the BTM in effectively 

capturing and extracting topics from text data. It reaffirms the need for more sophisticated and advanced 

approaches, such as DIAG-LDA, to achieve better results in topic extraction tasks. 

By running comprehensive literature comparisons, our study provides valuable perceptions of the 

achievement of DIAG-LDA to assess the impact of topic modeling on text analysis efficiency. The results 

clearly demonstrate the superiority of DIAG-LDA in topic extraction when compared to alternative 

approaches, especially concerning accuracy, precision, recall, and F1-measure. Our methodology also 

enriches the existing knowledge base and underscores the potential of DIAG-LDA as a powerful and puissant 

implement for topic extraction. However, further and in-depth studies may be needed to confirm its 

effectiveness in optimizing LDA’s performance, especially regarding the accuracy of thematic identification 

and the comprehensive interpretability of topic models generated from various reading strategies.  

Our study demonstrates that DIAG-LDA offer more resilience in thematic extraction compared to 

other methods such as SS-LDA, SLDA, and BTMs. Unlike SS-LDA and SLDA, which often struggle with 

maintaining coherence across diverse textual datasets, and biterm, which can be sensitive to sparsity in large 

corpora, our method shows improved robustness in identifying and maintaining coherent topics. Future 

studies may explore integrating advanced preprocessing steps with diagonal reading methods to further 

enhance LDA’s performance. This could involve employing sophisticated text normalization procedures, 

such as semantic enrichment and syntactic parsing, to better prepare the data for analysis. By combining 

these advanced preprocessing strategies with DIAG-LDA approach, we could focus on feasible ways of 

producing more stable and interpretable topic models across varying types of textual data. 

Recent observations suggest that DIAG-LDA can lead to more stable and coherent topic models, 

which represents a significant advancement in the field of computational linguistics. Our findings provide 

conclusive evidence that this phenomenon is associated with improvements in thematic coherence and 

interpretability, rather than being driven by elevated numbers of topics or increased computational resources. 

This suggests that the enhanced performance observed with our approach is due to the effectiveness of the 

reading strategy in preprocessing and structuring the data for LDA, rather than simply increasing the 

complexity or scale of the model. Moreover, our approach DIAG-LDA stands out for its ability to effectively 

manage and interpret large volumes of textual data. By capturing the essence of the original content, our 

methodology enables comprehensive and rapid understanding of the entire dataset.  

 

 

5. CONCLUSION 

This study introduces DIAG-LDA, a novel topic modeling approach, utilizing diagonal reading. 

While previous methods often relied on manual labeling, our framework combines diagonal reading and 

LDA for extracting meaningful topics. Using English language datasets of international economics and 

political economics books, we address challenges posed by text length and complexity. While tailored for 

English, DIAG-LDA's adaptability extends to other languages. Additionally, we enhance classification 

performance by leveraging sentence averages and TF-IDF for feature extraction. We evaluate our proposed 

framework, which achieves an accuracy of 94.4%, a precision of 94.7%, and an F1-measure of 94.4% using 

the CNN classifier applied to the DIAG-LDA approach. Comparative analysis against the traditional LDA 

approach further highlights the superiority of our proposed method. While our method shows promise in 

economic books, it could extend to other domains like customer feedback reviews, educational texts, and 

scientific papers. In future studies, we aim to investigate additional methods for topic modeling for analyzing 

topics for labeling and enhancing classification performance. A possible avenue for future work is to 

ameliorate the sentence segmentation task, such as utilizing new measures or refining existing approaches, 

we will explore incorporating median-based techniques for enhanced accuracy and robustness. Accurate 

sentence segmentation is crucial for the overall success of the DIAG-LDA method.  

The development of our summarization DIAG-LDA method represents a significant advancement in 

the field of computational linguistics, particularly in managing and comprehending large-scale textual data. 

The elements of our methodology encapsulate the essence of the original content, facilitating a 

comprehensive yet expedited understanding of the entire dataset. By bridging the gap between extensive 
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content and accessible comprehension, our approach promises to revolutionize how researchers approach 

textual analysis, paving the way for new avenues of inquiry and discovery in the era of big data. 
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