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 Dark data is an emerging concept, with its existence, identification, and 

utilization being key areas of research. This study examines various aspects 

and impacts of dark data in the healthcare domain and designs a model to 

extract essential clinical parameters for Alzheimer's from electronic health 

records (EHR). The novelty of dark data lies in its significant impact across 

sectors. In healthcare, even the smallest data points are crucial for diagnosis, 

prediction, and treatment. Thus, identifying and extracting dark data from 

medical data corpora enhances decision-making. In this research, a natural 

language processing (NLP) model is employed to extract clinical 

information related to Alzheimer's disease, and a machine learning algorithm 

is used for prediction. Named entity recognition (NER) with SpaCy is 

utilized to extract clinical departments from doctors' descriptions stored in 

EHRs. This NER model is trained on custom data containing processed EHR 

text and associated entity annotations. The extracted clinical departments can 

then be used for future Alzheimer's diagnosis via support vector machine 

(SVM) algorithms. Results show improved accuracy with the use of 

extracted dark data, highlighting its importance in predicting Alzheimer's 

disease. This research also explores the presence of dark data in various 

domains and proposes a dark data extraction model for the clinical domain 

using NLP. 
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1. INTRODUCTION 

Data is everything, and by the year 2020, there will be 2.5 quintillion bytes of data saved [1]-[3]. 

The International Data Cooperation projects that 175 zeta-bytes of fresh data will be created globally in 2025, 

based on Forbes' prediction that global data creation will reach 35 zettabytes (35 trillion gigabytes) in 2020. 

In a literal sense, David J. Hand offers an overview, uses and outcomes of dark data, and its applications [4]. 

The paper provides a concise explanation of dark data using real-world examples such as COVID-19, autism, 

and the challenger space shuttle disaster in 1986 and mentioned dark data being in a domain where the 

presence of dark data is less evident but frequent in a medical diagnosis. According to David Hand, 
statisticians are quite aware of certain varieties of dark data and a prominent example of dark data is that that 

statisticians are aware of is non-response in surveys, where respondents frequently indicate that they do not 

wish to be included in the group of respondents who have provided a certain response. The existence of dark 

data across industries including IoT, healthcare, finance, multimedia, etc. is depicted in Figure 1. Dark data 

may be found in many different sectors, but among the most crucial is the medical industry. Finding dark 

data from medical records can help prevent certain diseases and manage their severity. Further data will be 

https://creativecommons.org/licenses/by-sa/4.0/
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gathered from patients and healthcare professionals based on all the readings from the health monitoring 

sensors. IoT devices come in a variety of forms and can gather health data from patients. Any combination of 

clinical study conducted by academics, research on pathogens and other micro-organisms conducted by 

medical foundations, other case studies, high-drama ER treatments, and unexpected virus outbreaks can be 

included in the data collected from IoT devices. Determining the association and connection between 

illnesses is a crucial factor in the early identification of illnesses. Figure 1 illustrates the startling quantity of 

black data in healthcare, and it is obvious that removing this data from electronic health records electronic 

health records (HER) records will improve decision-making. 

 

 

 
 

Figure 1. Impact of dark data in different sectors 

 

 

The medical records go through data analysis, identification, extraction, and numerous other 

processes in order to obtain the black data from the EHR. States that dark data is any data that is large in 

quantity, inert, and necessitates the use of artificial intelligence techniques to mine and categorize it [5]. EHR 

are currently used by all clinical forums to track patient updates and previous treatment outcomes. EHR is 

being widely promoted by technological advancements and hospital information systems (HIS) [6] for 

pertinent medical analysis of clinical data. It is important to convert unstructured data to structured data 

because EHR include a vast amount of unstructured data and there is a risk of losing valuable information for 

disease analysis. Unstructured and semi-structured data can be transformed into structured data, opening a 

vast quantity of information for study, analysis, and learning. The outcomes can be utilized to create machine 

learning models and analyze data for the purpose of early disease diagnosis or prediction. For clinical and 

biomedical data [7], the authors present a versatile, production-grade named entity recognition (NER) system 

that can be used to identify the entities/keywords and may also be utilized to uncover underlying patterns and 

intent. Tarcar et al. [8] uses a mix of natural language processing techniques and an online annotation tool to 

maximize the performance of a customized NER model that was trained on a minimal amount of EHR 

training data. This solves the issue of data extraction from unstructured health records. Early on in 

Alzheimer's disease development, it is difficult to predict. Compared to later AD treatment, early AD 

treatment is more effective and causes less mild damage. Numerous studies offering various approaches have 

been published on disease prediction. The favourable correlation between neurological problems and a few 

other parameters such as medications, down syndrome, dementia, and cognitive impairment. As possible risk 

factors for seizures in Alzheimer's disease is covered in these studies. Based on a well-known large 

population study carried out in Rotterdam, [9]-[12] links dementia and diabetes and demonstrates the 

correlation of diseases. Research by [13], [14] examine and incorporate a variety of methodologies employed 

in various study genres, perhaps opening up new avenues for Alzheimer's disease research [15]. The items in 

seven-specified categories can be identified using the NER model that is proposed in this research. In this 

study, a named entity recognition model for natural language processing is put forth to extract pertinent data 
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from electronic health records. To locate and extract dark data that is available in electronic health records, 

the study also covers the phases of text processing, entity construction, and entity recognition. The 

examination of the results for the Alzheimer disease prediction is completed at this point. 
The research paper starts with an Introduction to dark data, Alzheimer disease, the problem 

statement and existing works with a glance of methodology used in this work. Then the method section 

describes the NLP methods and prediction methods. The results and discussion include, the visualization of 

the results obtained through the method and a comparative study of prediction model. In the conclusion, an 

overall summary with result analysis and future work is discussed. 

 

 

2. METHOD 

The EHR data contains the details of patients from different departments like bariatrics. 

gynaecology, physiotherapy etc and also contains the data from discharge cell. Among these data, our first 

challenge is to extract Alzheimer related clinical entities from the EHR, as this research work is focussed 

only in Alzheimer disease. For this an NLP model with SpaCy and NER technique is used. Second challenge 

is to calculate the prediction accuracy of the retrieved data and is analysed using support vector machine 

(SVM) machine learning algorithm. The whole process can be divided into 3 stages as mentioned in Figure 2, 

data collection, extraction of selected departments from the clinical database using SpaCy NER, Accuracy 

test with the machine learning algorithm. The architecture explains the detailed workflow of our proposed AI 

model, from the dataset of4999 patients, the model will extract only the required information which is 

necessary for the prediction model. 

 

 

 
 

Figure 2. Architecture of prediction model 

 

 

2.1.  Data collection 

Collecting clinical data and hospital data has become a challenge. The hospital dataset used in this 

research work is a publicly available dataset which has a good collection of transcribed medical reports from 

different clinical specialties. The main features of this datasets are, description, medical specialty, Sample 

name, transcription, and keywords. The description gives the abstract idea about the patient and the reason of 

hospital visit. The medical specialty gives the information about which clinical department the patient is 

consulting. Sample name gives the specific disease of the patient, and the transcription explains the patient 

details, medical history, allergies, symptoms, and assessment. There are forty-two medical specialties 

available in this dataset, a few of them are allergy/immunology, autopsy, bariatrics, cardiovascular/ 

pulmonary, dermatology, endocrinology, neurology, and radiology. The most important part of this research 

work is to extract the medical specialties where the Alzheimer prediction parameters are available from 

description of the doctors about the patients. 

 

2.2.  Extraction of selected departments using spaCy NER 

Extracting the required information from the dataset of 4,999 patients from 42 different clinical 

departments is a tedious task. As the focus of this research work is into Alzheimer disease, of the 42 

departments, only the department which reflects the condition of Alzheimer need to be extracted. The 
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description column needs to be extracted and analyze the descriptions to identify the rows containing specific 

departments. Identifying the medical department entities from the ‘description’ parameters is done using 

NER. The importance of adding a new entity in this research work is shown in Figure 3, Figure 3(a) shows 

entity extraction without adding ‘specialty’ as a new entity with date, name, and quantity, and Figure 3(b) 

shows the information that will be extracted from the description with an added entity ‘specialty’ of the 

patients. The objective of our research work is to extract and identify clinical departments from the 

description of the patients. For the same a new entity needs to be added. The medical specialty feature is 

analyzed, and a list will be created with unique medical specialties along with the count of occurrences for 

each specialty. 

 

 

  
(a) (b) 

 

Figure 3. Extraction of entities (a) data extracted before adding a new entity and (b) extraction after adding 

‘specialty’ as new entity 

 

 

Text pre-processing is done on the unique medical parameters, and this helps in consistency and 

ease of use in further processing. Later the named entities from the doctor’s description about the patient 

were recognized and SpaCy NLP pipeline is used for tokenizing the text, part-of-speech tagging, dependency 

parsing, named entity recognition, and other natural language processing tasks. Tokenization, as the name 

indicates, will slit the text into individual tokens and canbe represented as shown (1). 

 

𝑆 =  𝑡1, 𝑡2, . . . , 𝑡𝑛 (1) 

 

Where t is the tokens and S is the set of all tokens. The entities and the respected entity labels will 

be extracted from the description, which is useful for understanding what types of named entities are present 

in the text data. Extraction of entities related to medical specialties is done using the previously set medical 

list, containing lowercased and stripped medical specialties and a custom function to process the description 

and extract entities related to medical specialties. To train a NER model using spaCy, the NER model was 

trained on custom training data represented by the train data list, which containsthe processed 

’description’texts along with their associated entity annotations. For custom NER, the encapsulation of 

annotations of textwith corresponding entity labels can be represented as in (2). 

 

𝐴 = (𝑇1, 𝐿1), (𝑇2, 𝐿2), . . . , 𝑡𝑛 (2) 

 

Where T1 is the annotated text and L1 is the corresponding entity label. A blank spaCy language 

class model was created for the english language and this blank model does not have any pre-trained word 

vectors, and the NER component need to be trained from scratch. Each tuple’s annotations will iterate 

throughthe list of entities (start and end positions, and entity labels) and the label (entity type) of each entity 

is added to the NER component. Hence, in a higher dimensional space, word embedding can be represented 

as word vectors by converting words (w) into word vectors(vw) where, for a given embedding dimension d: 

 

𝑣𝑤 = 𝜖𝑅𝑑 (3) 

 

The train data list is randomly shuffled(R) before each training iteration to introduce variation 

during training. The examples need to be batched up in the train data list with varying sizes. This helps in 

efficient training with a dynamic batch size with the texts and annotations (entities) should be separated from 

the batch. The training for NER is performed using the provided training data and returns the trained NER 

model. The training process involves updating the model with batches of texts and annotations for a specified 
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number of iterations. This way, the model learns to recognize and predict entities within the ’description’ 

texts. So, in fact the motive is to predict an entity label for each token in the description. The prediction Pi for 

the ith token canbe represented as function F, which intakes the features and context of the token as input: 

 

𝑃𝑖 = ℱ(𝑣𝑡 , 𝑐𝑜𝑛𝑡𝑒𝑥𝑡) (4) 

 

in order to minimize the loss function in the training of NER model can be represented as identifying the 

model parameters that minimizes the loss: 

 

𝜃∗ = 𝑎𝑟𝑔 𝑚𝑖𝑛𝜃∑𝑛  𝐿𝑜𝑠𝑠(𝑃𝑖 , 𝑃𝑖) (5) 

 

where loss indicates the loss function comparing predicted labels Pi to Li. Thus, the performance of the 

trained NER model can be evaluated on boththe training and test data. It shows how well the model identifies 

entities in unseen test data after training. Only after adding specialty as one new entity, the algorithm was 

able to extract and identify clinical departments as specialty, which is shown in Figure 3(b). After adding 

‘specialty’ as new entity. After identifying the new entities from each description,the next step is to validate 

the algorithm with all the doctor’s description of patients and make sure the description which specifies a 

clinical department needs to be extracted. The validation results of the algorithm are shown in Figure 4, 

where the specialty entity is recognized and extracted if it’s mentioned in the given descriptionand gives null 

value if a clinical department is not mentioned in the given text. 
 

 

 
 

Figure 4. Validation of extracted clinical department 
 
 

Once all the required departments for Alzheimer predictions are extracted from the electronic health 

record, the next hurdle is to identify the prediction parameters of Alzheimer disease. From The literature 

survey eleven prediction parameters were shortlisted and validated. The eleven prediction parameters are, 

Age,Gender, mini-mental state examination (MMSE), clinical dementia rating (CDR), normalized whole-

brainvolume (nWBV), estimated total intracranial volume (eTIV), atlas scaling factor (ASF), cholesterol, 

diabetics, blood pressure and body mass index. 

 

2.3. Prediction model 

As defined, this research focuses on the early prediction of Alzheimer’s disease from a dataset of 

4,999 data points. Generally, for early prediction of Alzheimer’s, features like Mini-Mental State 

Examination (MMSE), normalized whole- brain volume (nWBV), estimated total intracranial volume 

(eTIV), and Atlas scaling factor (ASF) are used from the EHR records. However, the EHR data of any health 

record includes many other features; for example, the diabetes, Blood Pressure, Cholesterol -related 

parameters may be recorded but not utilized for calculating the results, and thereby becoming dark data.  

In this research, along with the Alzheimer’s features, the relation of Alzheimer’s with other diseases is 

identified, and those parameters are also included in training the prediction model to increase the accuracy of 

the model and for better predictions. The above-mentioned parameters are extracted from electronic health 

records, pre-processed, and divided into training and testing data, and later prediction analysis of Alzheimer 

disease is done through SVM algorithm. SVM is used in identifying a hyperplane that maximizes the margin 

between Alzheimer and non –Alzheimer patients. The maximum distance between the nearest data points of 

these two different classes can be done using the mathematical equation of hyperplane: 
 

𝑤 . 𝑥 + 𝑏 = 0 (6) 
 

where, w is the weight perpendicular to the hyperplane, x is the input feature vector and b is the bias term. 

SVM aims to maximize the distance between the hyperplane and nearest data point is called margin. The 

algorithm needs to maximize this margin while minimizing the classification errors. The distance from a data 

point xi to the hyperplane can be calculated by the following formula, distance: 
 

Distance, 𝐷 =  
|𝑤.𝑥𝑖 +𝑏|

||𝑤||
 and margin can be calculated by, 

2

||𝑤||
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Mathematically the above-mentioned formulas will work perfectly for hyperplane and maximizing 

the distance of the margin but practically the data might not be easily separable. So, a regularization 

parameter C can be used as a trade of between maximizing the margin and minimizing the classification 

errors. The appropriate value of C can be done using hyper parameter tuning using techniques like cross 

validation. Here, k fold cross validation method is used with 5 as the value of k, later the scores are 

calculated with mean cross validation accuracy. The model needs to train and evaluate with different C 

values to determine which value performs best on the data points. Another important parameter of SVM is 

the kernel which subtly map the data points to a higher-dimensional space, allowing SVMs to understand the 

nonlinear relationships in the data. The suitable choice of the kernel bandwidth or parameter is critical for 

obtaining good performance with the RBF kernel. The RBF kernel and gamma parameter can be expressed 

mathematically as follows: 

 

𝐾(𝑥, 𝑥′) = exp (−
||𝑥−𝑥′||

2

2𝜎2 )  

 

where x and x’ are the input feature vectors, ||𝑥 − 𝑥′ || is the representation of Euclidean distance between 

the vectors, 𝜎 is the kernel bandwidth and finally 
1

2𝜎2 is the γ parameter. Thus, the SVM model is designed 

after iterating the values for each parameter, like C, gamma, and kernel values and then the performance is 

analysed. The accuracy performance of the curated SVM model on the dataset is analyzed and depicted in 

Table 1 with best accuracy on cross validation is 98%, test accuracy with best parameters is 97% and Recall 

is 95%. 

 

 

3. RESULTS AND DISCUSSION 

The results of this research work can be explained in two ways, extracting Alzheimer related 

parameters from EHR records prediction of Alzheimer disease using the extracted parameters. The analysis 

of patient entry in each clinical department is done and is visualized using word cloud, which is shown in 

Figure 5. After the basic analysis, the first challenge of the research work was to extract the required 

departments from doctor’s description through Natural Language processing and the results of extraction are 

plotted in Figure 6 where Figure 6(a) shows the list of all the medical departments extracted from the 

description and the number of occurrences. From all the entities extracted, Figure 6(b) shows the entities 

utilized for the prediction of Alzheimer disease. 
 

 

 
 

Figure 5. Clinical department analysis 
 
 

  
 

Figure 6. Extraction of clinical departments (a) the extracted medical entities and (b) utilized medical entities 
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After, extraction of entities, Alzheimer prediction parameters were identified, and a feature ranking 

isdone among the mentioned eleven parameters. The feature importance of each parameter is presented in 

Figure 7. By the identification and addition of non-conventional parameters like diabetes, cholesterol and 

blood pressure for Alzheimer prediction, there is a huge difference in the accuracy and can bring better 

performance in the early prediction [16]. The feature importance can be done using regression models, the 

hybrid model of Lasso, Ridge and linear regression is used for calculating the feature ranking and the results 

are shown in Figure 7. Secondly, the results obtained after using SVM as the prediction algorithm is shown in 

Table 1, which clearly shows the importance of considering Glyhb aka diabetics as a very important 

parameter in diagnosingAlzheimer’s. The accuracy obtained by considered only the conventional Alzheimer 

parameters was .7785 and is showing an improved performance when a new parameter was added, glyhb it 

will be .9892. The comparative study of the results of all existing methods are shown in Table 2. Eventhough 

the proposed model shows promising results,integrating quantum machine learning for refining the results is 

a scope for future research. 
 
 

 
 

Figure 7. Feature ranking 
 

 

Table 1. Performance metrics 
Performance metrics Results 

Best accuracy on cross validation 98% 

Best parameter for c 100 

Best parameter for gamma 1 
Test accuracy with best parameters 97% 

Test recall with best parameters 95% 

 

 

Table 2. Comparative analysis 
Reference Methods Accuracy 

Computational modelling of dementia prediction using 

deep neural network: analysis on OASIS Dataset [17] 

Deep neural networks 92% 

MRI deep learning-based solution for Alzheimer's disease 

prediction [18] 

Deep learning and image processing 

technique 

88% 

Early-Stage Alzheimer's disease prediction using machine 
learning models [19] 

Machine Learning Models 83% 

Deep learning approach for early detection of Alzheimer's 

disease [20] 

Convolutional neural networks 93% 

An efficient deep neural network binary classifier for 

Alzheimer's disease classification [20] 

Deep neural network binary classifier 85% 

Studying the manifold structure of Alzheimer's disease: a 
deep learning approach using convolutional auto encoders 

[21] 

Deep learning using convolutional auto 
encoders 

80% 

Alzheimer's disease prediction using machine learning 
techniques and principal component analysis [22] 

Machine learning models 75% 

Explainable AI-based Alzheimer’s prediction and 

management using multimodal data.[23] 

Comparative Study of Alzheimer disease 

prediction with different machine learning 
models 

Random forest (98%) 

Extraction of clinical phenotypes for Alzheimer’s disease 

dementia from clinical notes using natural language 
processing [24] 

NLP Methods Differ based on category 

(ranges from 54% -96%) 

Learning implicit sentiments in Alzheimer's disease 

recognition with contextual attention features [25] 

NLP 91.6% 
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4. CONCLUSION  

Extracting the relevant data for analysis and processing can be very challenging. Despite numerous 

solutions available for data extraction, these methods must adapt to the specific characteristics of the problem 

at hand. While the recent studies work on conventional Alzheimer parameters, our method emphasizes on 

more clinical parameters, hidden as dark data. There could be correlations between Alzheimer's and other 

neurological conditions like bipolar disorder that need to be identified. Based on results, the proposed 

methodology successfully extracted the necessary departments from doctors' prescriptions using SpaCy NER, 

and the metadata were used as prediction parameters achieving an impressive accuracy of 97%. In the future, 

more diseases and symptoms will be identified through clinical research by incorporating quantum machine 

learning algorithms and converting the classical data into quantum data 
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