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 Facial expression recognition (FER) in the upper face focuses on the 

analysis and recognition of emotions based on features extracted from the 

upper region of the face. This region typically affects the eyes, eyebrows, 

forehead, and sometimes the upper cheeks. Since these areas are often less 

affected by face masks or other facial coverings, FER algorithms can 

concentrate on capturing and interpreting the relevant facial cues, such as 

eye movements, eyebrow positions, and forehead wrinkles, to accurately 

recognize and classify different emotions. By focusing on the upper face, 

FER systems can mitigate the impact of occlusions caused by masks and still 

provide meaningful insights into the emotional states of individuals. In this 

work, a FER approach focusing on the upper region is proposed. Several 

experiments have been made using the CK+ dataset in addition to a 

comparison between the emotion recognition scores using the upper and the 

entire face in order to determine whether this area can reflect the real 

expressed emotion. The results of our approach are promising compared to 

previous studies with an accuracy up to 96%. 
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1. INTRODUCTION 

The field of facial expression recognition (FER) has witnessed significant advancements over the 

years, leading to improved understanding and capabilities in the area of emotion recognition from facial 

expressions. Researchers identified a set of universal facial expressions, including happiness, sadness, anger, 

surprise, fear, and disgust. In the 1990s, advancements in computer vision and machine learning techniques 

paved the way for automated FER approaches. Then, researchers began exploring techniques such as feature 

extraction, pattern recognition, and classification algorithms to automatically detect and recognize facial 

expressions. Additionally, the introduction of deep learning methods, such as convolutional neural networks 

(CNNs) [1], enabled automatic feature learning directly from raw facial images. Thus, models like VGGNet [2], 

ResNet [3], and InceptionNet [4] were subsequently developed and demonstrated impressive accuracy in 

recognizing emotions, surpassing traditional machine learning methods. The pretrained models on large-scale 

image datasets, such as ImageNet, provided a transfer learning paradigm for FER tasks. 

Extensive research has been conducted in the domains of computer vision and affective computing 

regarding face emotion recognition (FER) [5]. Fallahzadeh et al. [6] utilized AlexNet-DCNN model to 

https://creativecommons.org/licenses/by-sa/4.0/
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extract high-level features associated with various emotion classes. In their research, transfer learning was 

employed to fine-tune the initial model using specific datasets. Notably, the CK+ dataset yielded an average 

recognition accuracy of 93.66%, which was identical to the accuracy achieved when using the CK dataset. 

A unique approach to address intra-class variations in CNN have been proposed in [7]. The latter 

introduced the innovative Island Loss layer in the CNN model, in addition to three convolutional layers, each 

followed by parametric rectified linear unit (PReLU) and batch normalization layers. Pooling operations were 

applied after the first two BN layers. Two fully connected (FC) layers were added after the third 

convolutional layer, and the Island Loss was computed at the second FC layer. Using the CK+ dataset, the 

accuracy was about 94.39%. 

Kusuma et al. [8] presented a standalone model that leveraged the VGG-16 architecture. The model 

was refined by incorporating global average pooling as the final pooling layer. The authors examined several 

factors, such as the exploration of different optimizers like Stochastic Gradient Descent and Adam, varied 

data distributions, layer freezing, and batch normalization. The accuracy rate has achieved 69.40%. 

Zheng et al. [9], the authors propose a novel approach named discriminative DMTL (DDMTL). 

This method simultaneously integrates class label information and local spatial distribution information of 

the samples. To accomplish this, they introduce a siamese network with an adaptive reweighting module that 

considers the local spatial distribution while utilizing class label information with varying confidences. The 

proposed approach achieves an accuracy of 95.28% for validation and 97.63% for the test dataset. 

All the research papers mentioned in Table 1, the whole face was involved in order to get the 

expressed emotion from facial expressions. However, the presence of facial masks (especially during 

situations like the COVID-19 pandemic) or occluded lower part of the face poses a considerable challenge to 

FER systems. This can obstruct the visibility of crucial facial regions, such as the mouth and nose, which are 

instrumental in accurately recognizing and interpreting facial expressions. This obstacle has prompted 

researchers to explore novel approaches that specifically address FER from masked faces. With the mouth 

region often concealed by masks, attention has shifted towards leveraging the remaining visible regions for 

emotion recognition.  

 

 

Table 1. Comparative review of research on FER presented in the literature review 
Work Year Region of interest Used Approach Dataset Accuracy 

Boughida et al. [10] 2022 Entire face Gabor Filters, genetic algorithm 
and SVM 

CK 
CK+ 

94.20% 
94.26% 

Fallahzadeh et al. [6] 2021 Entire face AlexNet-DCNN CK / CK+ 93.66% 

Cai et al. [7] 2018 Entire face CNN CK+ 94.39% 
Kusuma et al. [8] 2020 Entire face VGG-16 FER2013 69.40% 

Zheng et al. [9] 2020 Entire face DDMTL CK+ 97.63% 

Mukhopadhyay et al. [11] 2023 Entire face CNN with LTP 
CNN with LBP 

CNN with CLBP 

CK+ 
89.2% 
79.5% 

91% 

Chowdary et al. [12] 2023 Entire face Pre-trained Resnet50 
Pre-trained VGG19 

Pre-trained Inception V3 

Pre-trained Mobile Net 

CK+ 

97.7% 
96% 

94.2% 

98.5% 
Ahadit and Jatoth [13] 2021 Entire face LogicMax layer + VGG16 CK+ 98.62% 

Liu et al. [14] 

2021 Entire face genetic algorithm using SVM 

(GA-SVM) 

CK+ 

MUG 

95.85% - 

97.59% 
96.56% 

Alsemawi et al. [15] 2023 Entire face HOG + FLN algorithm Yale face  95.04% 

 

 

The impact of the absence of the bottom part of the face on emotion recognition (FER) has been the 

subject of several studies. Research has consistently shown that the use of face masks can impair FER, 

leading to a reduction in accuracy. For example, the study presented in [16] found that emotion recognition 

from masked faces was about 20% worse than from unmasked faces, with specific confusions observed for 

various emotions such as disgust, happiness, anger, sadness, and surprise. Additionally, a paper from 

ELsayed et al. [17] aiming to improve FER for masked faces highlighted the challenges posed by face masks 

to automatic FER, emphasizing the importance of developing better recognition approaches for both masked 

and unmasked faces. These findings collectively underscore the significant impact of the absence of the 

lower half of the face on FER and the need for robust recognition approaches. 

Deducting emotion from the upper part of the face is an active research area, aiming to develop 

robust and accurate systems that can effectively recognize and interpret emotions even when the lower region 

(mouth and cheeks) are occluded. Several research conducted using visual stimuli has revealed that different 

parts of the face contribute varying levels of detail in conveying a person's emotional state. Specifically, 
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when individuals experience happiness, surprise, or disgust, the lower parts of the face offer the most 

informative cues. On the other hand, the upper parts of the face provide crucial details for understanding 

emotions like fear or anger. In the case of sadness or a neutral emotional state, both the lower and upper 

regions of the face play an equally significant role in conveying emotional information [18]. 

Comparing the coverage of the lower and upper regions of the face, it has been observed that 

masking the lower part of the face has a greater negative impact on the recognition of happiness compared to 

masking the upper part. However, the effect on other emotions varies. For instance, in one study by Kotsia et 

al. [19], it was found that covering the mouth disrupted the recognition of emotions like disgust and anger 

more than covering the eyes. Conversely, another study by Schurgin et al. [20] reported the opposite trend. 

In our case, the visible part of the facial is the upper one, particularly the eyes, forehead and 

eyebrows. Thus, to accurately infer emotions, researches prioritize extracting and analyzing features found in 

the visible regions, since eyes play a vital role in conveying emotions, placing emphasis on their significance. 

For instance, Castellano et al. [21], proposed a FER approach. The pipeline starts by detecting the 

mask employing a CNN model. Thus, the eye area is extracted so it can be used to predict the expressed 

emotions. However, this work shows low results for the emotion detection for either the upper face (an 

average accuracy of 43%) or the entire face (an average accuracy of 56.57%). 

A combination of an advanced face parsing and vision transformer, alongside a cross-attention-

based approach, was employed in [22] to enhance the detection accuracy of FER in the presence of face 

masks. The goal is to differentiate the unobstructed area of the face as well as the region covered by the face 

mask from the remaining regions within a given image. The experiments used several datasets with 3 

emotions for M-LFW-FER and M-KDDI-FER, and 7 emotions for M-FER-2013 and M-CK+. The obtained 

accuracy was in the range of 61.08% and 91.83% for the four datasets. 

In another work Magherini et al. [23], 5 classes (from the AffectNet dataset) have been used while 

grouping the anger and disgust emotions in one single class, as well as the fear and the surprise emotions. 

The happiness, sadness and neutral emotions have been treated separately. On the other hand, the authors 

proposed an approach that relies on two main steps. The first one aims to filter images if the upper region is 

not visible using the pre-trained model ResNet50v2. The second step of the process focuses on the detection 

of emotions using the inception model. An accuracy of 96.92% have been found at the end of the 

experimental phase. Nevertheless, the model cannot differentiate between the fear and the surprise emotions 

as well as between the anger and the disgust emotions. 

In summary, the research based facial coverage highlights the differential contribution of the lower 

and upper regions of the face to the perception and recognition of emotions, with specific emotions showing 

varying sensitivity to masking or covering specific facial areas. In Table 2, a summary of the researches 

mentioned in the literature review and more is presented showcasing the accuracy of the model, the used 

dataset and approach, as well as the region of interest. 

 

 

Table 2. Comparative review of research that focuses on FER using the upper region 
Work Year Region of interest Used approach Dataset Accuracy 

Mukhiddinov et al. [24] 2023 Upper Face facial 

landmark detection + CNN 

Af-fectNet 69.3% 

Akhmedov et al. [25] 2022 Upper Face Haar–Cascade Classifier FER-2013 91.2% 
Castellano et al. [21] 2021 Upper Face 

Entire face 

VGG-16 FER-2013 56.57% 

43% 

Yang et al. [22] 2022 Masked Face Face parsing + vision transformer M-LFW-FER 

M-KDDI-FER 

M-FER-2013 

M-CK+ 

90.31% 

91.83% 

66.53% 

61.08% 
Magherini et al. [23] 2022 Masked Face ResNet50 

+ Inception 

AffectNet 

(5 classes) 
96.92% 

Our work 2024 Upper Face Mesh Extraction + Fine tuned VGG19 CK+  
(7 classes) 

96.38% 

 

 

In this paper, a FER solution using only the upper part of the face is proposed in order to obtain 

higher accuracy than related works. It specially involves the extracting of the upper region, feature extracting 

using face mesh and transferring knowledge based on VGG19 pre-trained model. The paper’s remaining 

sections are structured as follows. Section 2 is dedicated to give more details about the proposed FER 

approach based on the upper face. Several experimentations have been developed in section 3 in addition of a 

comparison between results using the upper face and the global face. To finally conclude with a summary 

and some future works in section 4. 
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2. METHOD 

In order to extract the expressed emotions from the upper face, several steps have been exploited as 

presented in Figure 1 and will be detailed in the following subsections. The process starts by extracting the 

upper part of the face followed by the upper face mesh extraction as a feature extraction method. Before 

training our fine-tuned VGG-19 model, the obtained images have been resized and augmented. 

 

 

 
 

Figure 1. The proposed approach for emotion extraction from the upper facial region 

 

 

2.1.  Upper face extraction 

Upper face extraction refers to the process of isolating or extracting the region of the face that 

encompasses the forehead, eyebrows, eyes and the upper cheeks. This extraction can be useful in various 

applications, such as facial analysis, emotion recognition, gaze tracking, or facial recognition systems that 

focus on specific facial features. 

In our case, the process starts by detecting the overall face region in the input image. After detecting 

the face, defining the boundary or region of interest for the upper face is done. Typically, this includes the 

area from the top of the forehead to just upper the cheek bones (e.g., the upper half of the face). 

Finally, the upper face region from the original image is extracted by cropping the image using the 

coordinates 𝑢𝑝𝑝𝑒𝑟 𝑅𝑒𝑔𝑖𝑜𝑛 = [(𝑥1, 𝑦1), (𝑥1, 𝑦2), (𝑥2, 𝑦1), (𝑥2, 𝑦2)], where x1= xbox , y1 = ybox + 10, x2 = xbox + 

W - 10, y2 = ybox + H//2. In this case, H and W indicate the height and the width of the box containing the face 

region only; xbox and ybox contains the coordinates of the lower corner of the face box. Figure 2 shows an 

example of the extracted Upper Face from a CK+ image. 

 

 

 
 

Figure 2. Example of the upper face cropping on a CK+ image 

 

 

2.2.  Upper face mesh extraction 

MediaPipe [26] is an open-source framework developed by Google that offers various pre-built 

solutions for computer vision tasks. MediaPipe's face mesh is a powerful solution for real-time face mesh 

extraction. It provides a pre-trained deep learning model and a pipeline that enables the estimation of 3D face 

geometry from images or video streams. The face mesh solution is built on the MediaPipe framework, which 

offers a convenient way to integrate computer vision functionalities. 

The upper face mesh extraction aims to pop up the expressions of the upper part of the face using 

the face mesh data generated by the MediaPipe face mesh solution. The face mesh data typically includes the 

3D vertex positions of the face mesh vertices, along with other optional information like confidence scores or 

texture coordinates. It allows more detailed geometric features related to facial muscle deformations during 

different emotional expressions. This included parameters like vertex displacements, curvature changes, and 

depth variations [27]. 

To reach the desired result, the upper lines of the face mesh were exploited to extract the convex 

hull of the face. Then we eliminate the background noises while keeping the half oval shape of the face 

 
Upper Face Extraction

Upper Face Mesh 
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Image resizing
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learning of the 
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using𝑜𝑟𝑖𝑒𝑛𝑡(𝐿1, 𝐿2, 𝑃) that returns 1 if 𝑑𝑒𝑡( 𝐿1𝑃
→  

, 𝐿2𝑃
→  

) ≻ 0and -1 otherwise where the convex hull 

represented by Li represent a landmark and P a pixel in the image. Thus, only the upper part of the face mesh 

is extracted using a boolean function IOConv(P) that evaluate if the number of fragments in the convex hull 

is equal the rest of the equation as follows (1). At the end of the process, only the upper part of the face mesh 

is selected and superposed on the cropped image as shown in Figure 3.  

 

𝐼𝑂𝐶𝑜𝑛𝑣(𝑃) = (|𝐿| == |𝑜𝑟𝑖𝑒𝑛𝑡(𝐿|𝐿|, 𝐿1, 𝑃) + ∑ 𝑜𝑟𝑖𝑒𝑛𝑡(𝐿𝑖 , 𝐿𝑖+1, 𝑃)
|𝐿|
𝑖=1 | (1) 

 

 

 
 

Figure 3. An upper face mesh extraction and background elimination example 

 

 

2.3.  Image resizing, normalization and data augmentation 

Resizing is performed to ensure uniform dimensions across all images inputted into the network. 

This is necessary for compatibility with CNN architectures (consistent input sizes). All images were resized 

to the shape (200,100) to reduce the complexity of the model while maintaining the mesh’s clarity as shown 

in Figure 4. 

 

 

 
 

Figure 4. Results of resizing an image using different shapes 200, 128 and 48 

 

 

On the other hand, image normalization involves transforming images into a standardized 

representation before feeding them into neural networks. Typically, images in computer vision tasks have 

varying pixel value ranges, such as 0-255 for 8-bit grayscale or 0-255 for each color channel in RGB images. 

In our scenario, we achieved normalization by dividing each pixel value by 255. As a result, the pixel values 

now fall within the range of [0,1]. Scaling the pixel values in this manner enables the neural network to 

handle inputs more effectively, since, many activation functions and optimization algorithms are specifically 

designed to work well with values within this range. 

To enhance generalization and optimize model performance, data augmentation was employed. Data 

augmentation techniques are used to effectively increase the size of the training dataset, particularly when 

working with a limited amount of data. By applying data augmentation, the model becomes exposed to a 

wider range of image variations, enabling it to better generalize and perform optimally. Thus, several 

parameters have been used (the rotation_range = 15, width_shift_range = 0.15, height_shift_range = 0.15, 

shear_range = 0.15, zoom_range = 0.15, horizontal_flip = true) of each image in the training set.  

 

2.4.  Transfer learning with VGG19 

Transfer learning is a popular technique in deep learning that involves pre-trained models on large-

scale datasets to solve new tasks with limited labeled data. VGG19 is one of the pre-trained CNN model that 

has achieved remarkable performance in image classification tasks. The proposed model was assembled 

using the pre-trained VGG19 model, with replacing the last FC layer with a new global average pooling layer 

and a dense layer using a SoftMax activation. Moreover, the layers of the original VGG19 model have been 

changed to be trainable, which permits the weights to be updated (fine-tuned) during training process.  

Figure 5 gives more details about the layers of the proposed model. 

 Black Background

Convex Hull

Face Mesh

 Shape=(200,100) Shape=(128,64) Shape=(48,24)
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Figure 5. Layers of the proposed model 

 

 

3. RESULTS AND DISCUSSION 

Experiments were made using the CK+ dataset ("Extended Cohn-Kanade") [28]. It is a facial 

expression dataset widely used in the field of facial emotion analysis. It is an extension of the original Cohn-

Kanade dataset and is designed for the purpose of emotion recognition research. It includes images 

representing basic emotions: anger, disgust, fear, happiness, sadness, and surprise. Each image is labeled with 

the corresponding emotion. CK+ includes multiple samples or instances for each subject, with variations in 

facial expressions (from neutral to the most expressive emotion) and other factors like lighting conditions. 

Thus, the neutral emotion was constructed in CK+ is Angry (19.18%), Neutral (4.98%), Disgust (18.29%), 

Fear (11.64%), Happy (28.41%), Sadness (11.67%), and Surprise (5.83%). 

In Figure 6 the obtained results using the proposed model and preprocessing steps are promising, 

since the accuracy has reached 96.38% as presented in Figure 6(a). Referring to the confusion matrix in 

Figure 6(b), some minor mistakes have been made while relying on the emotions extracted only using the 

upper face. The main one was generated by the surprise emotion, since 11% of surprise expressions  

(3 images) have been predicted as a happy emotion. However, for the other classes, the misclassification was 

in the range of 1% to 4% (1 to 2 images per misclassification). 

The plot in Figure 7 provides a visual depiction of the model's accuracy progression throughout the 

training epochs. It enables a side-by-side comparison of the training accuracy and validation accuracy as the 

epochs progress as shown in Figure 7(a), as well as the training and validation loss functions (shown in the 

right side of the same Figure 7(b)). It is evident from the plot that the model remains stable and does not 

exhibit signs of overfitting.  

 

 

 
(a) 

 
(b) 

 

Figure 6. The classification report (a) and the confusion matrix and (b) of the proposed approach 
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The performance distribution graph presented in Figures 8, illustrates that the violins in both 

subplots exhibit similar shapes and medians, indicating that the model is effectively generalizing as shown in 

Figures 8(a) and 8(b). The receiver operating characteristic (ROC) graph is a commonly used as a 

visualization tool in machine learning for evaluating the performance of a binary classification model. It 

provides a comprehensive analysis of the trade-off between the true positive rate (sensitivity) and the false 

positive rate (1 - specificity) at various classification thresholds. In the ROC graph, the x-axis represents the 

false positive rate, while the y-axis represents the true positive rate. As displayed in Figure 8(c), we can assess 

the model's ability to balance between true positives and false positives since the curve hugs the top-left corner 

of the graph, and make informed decisions about the threshold that maximizes the desired trade-off. 
 

 

 
(a) 

 
(b) 

 

Figure 7. The visual depiction of the model's accuracy (a) accuracy and (b) loss of the training and validation 

during epochs 
 

 

 
(a) 

 
(b) 

  

 
(c) 

 

Figure 8. The performance distribution graphs in (a) accuracy (b) loss and (c) of the proposed approach and 

the ROC graph of the proposed VGG19 

 

(a)

(b) (c)

 

(a)

(b) (c)
 

(a)

(b) (c)
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Using the same presented solution in this paper, prediction using, this time, the hall face has been 

performed. The aim of this experimentation is to compare and to conclude if the upper face can hold the 

emotions expressed by the global face. Figure 9 presents the results, showcasing the precision, recall, and f1-

score for each emotion (happy, sad, disgust, surprise, neutral, fear, angry) when using the upper face beside 

the entire face. By conducting a comprehensive analysis of the scores, we can conclude that taking into 

consideration the hall face gives better results (as expected). 

 

 

 
 

Figure 9. Comparing the metrics using the upper and the global face of each emotion 

 

 

However, referring to each score, the both cases are pretty much close. For example, the precision of 

the angry emotion using only the upper part of the face is 98% and on the other side a precision of 100% 

have been found using the global face. For the neutral emotion, the precision has achieved 100% for the both 

cases. The main emotions that rely on the bottom part of the face are the happy and surprise emotion. In this 

case, a precision of 94% and 89% have been found respectively for the happy and surprise emotion using the 

upper part, while a 100% precision has been reached using the global face [29]. 

Based on Table 3, several architectures were evaluated for their performance combined with the 

proposed preprocessing steps in this work. The deep convolutional neural network (DCNN) achieved an 

accuracy of 82%, with balanced precision and recall scores of 83% and 82%, respectively, and an F1-score of 

81%. ResNet50 and InceptionV3, demonstrated higher performance, with ResNet50 achieving an accuracy of 

93% and InceptionV3 reaching 95%. These models also showed impressive precision, recall, and F1-score 

metrics, indicating robust performance across all evaluated measures. On the other hand, our work surpassed 

all others with an accuracy of 96.38%, demonstrating consistent high precision, recall, and F1-score metrics 

all at 96%. Moreover, it achieved the lowest loss value of 0.0165, underscoring its efficiency and 

effectiveness in the task compared to the other methodologies evaluated. These results highlight the 

significant advancement and superior performance the proposed solution over established models like 

ResNet50 and InceptionV3 that were used in previous works (Table 2). The achieved accuracy scores surpass 

those reported in prior research, indicating the efficacy of the proposed preprocessing steps since we tried to 

test the use of face mesh and additional steps combined with the models that were presented section 1. The 

findings presented in this section demonstrate that the upper face alone can be a robust feature set for 

emotion recognition, particularly in scenarios where the lower face is obscured or masked. 

 

 

Table 3. Comparative review of research that focuses on FER using the upper region 
Method Accuracy Precision Recall F1-score Loss 

DCNN + Preprocessing 82% 83% 82% 81% 0.5232 
ResNet50 + Preprocessing 93% 95% 93% 94% 0.1945 

InceptionV3 + Preprocessing 95% 95% 95% 95% 0.1313 
Our work 96% 96% 95% 96% 0.1215 
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4. CONCLUSION 

Occlusion of the lower part of the face presents a significant challenge in the accurate detection of 

sentiment. It has become widespread and can significantly impact the visibility of facial features that are 

crucial for accurate emotion recognition. Addressing the impact of occluded lower face parts on facial 

sentiment detection rather than evaluating the totality of the face region is the core of this work. Face mesh 

extraction and fine-tuning techniques using the VGG19 architecture have been exploited. As a result, by 

focusing solely on the upper face region, the model is able to accurately classify and predict emotions 

(accuracy of 96.38%) better than the previous works. The evaluation of the solution, as indicated by the ROC 

curve and other relevant metrics, suggests that the model's discriminatory ability is commendable, with a 

high true positive rate and a low false positive rate. This indicates that the model effectively distinguishes 

between different emotions based solely on the upper face. Comparing the results using the global face and 

the upper face have been done to highlight the potential of using the upper face as a reliable and informative 

feature for emotion prediction, offering practical advantages such as reduced computational complexity and 

improved interpretability. It is important to note that while the upper face provides valuable information for 

emotion prediction, it may not capture the complete range of facial expressions. Still, in situation when only 

the upper part of the face is available (masked face for example) we can certainly rely on this particular area. 
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