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Abstract
Multiple features fusion based tracking is one of the most active research in tracking literature, In

this paper, a novel adaptive fusion strategy is proposed for multiple features fusion, based on two common
used fusion rules: product rule and weighted sum rule. This strategy employs particle filtering technique,
product rule and weighted sum rule are unified into an adaptive framework through defined features
distance. In practice, the new fusion strategy shows more robustness than product fusion and weighted
sun rule.
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1. Introduction
Target tracking is one of the core technology in computer vision, it has widespread

applications in human-computer interaction, surveillance, visual servoing and biomedical image
analysis [1]. Tracking based on multi-feature fusion has therefore been an active research topic
for over a decade, in order to make the tracking more robust and more stable, it fuses multiple
features included color, edge and motion feature. The main strategies of feature fusion have
product rule and weighted sum rule. The algorithms proposed by [2, 3] is the typical example of
using product rule to multi-feature tracking. Further, the probability framework of a combination
tracking algorithm proposed by [4], the algorithms based on product rule get reasonable
analysis under this probability framework. On the other hand, weighted sum rule plays a very
important role in multi-feature fusion tracking. The algorithm proposed by [5] which used
weighted sum rule to approximate joint likelihood. Moreover, there are some fusion methods of
multi-feature, such as the algorithm of online switching feature propsed by [6], the algorithm of
online switching tracker proposed by [7]. Likewise, min max fusion rule proposed by [8] and
democratic electoral fusion proposed by [9].

In order to combine product rule’s advantage and weighted sum rule’s advantage,there
are two achieved ways at present. The first achieved way is that timely switching fusion strategy
according to different scenarios. The algorithm proposed by [10] is the typical example of the
first achieved way, this algorithm estimats second order moment of the weighted sample set
and computing its Frobenius norm to denote how features are reliable, and then switch the two
fusion rules in time. Obviously, if there are more samples, this algorithm’s real-time need to test
and verify. The second achieved way is that making product rule and weighted sum rule unified
into an adaptive framework, which adjust the weights of product rule and the weights of
weighted sum rule in the tracking results according to adaptive factor. The algorithm proposed
by [11] is the typical example of the second achieved way,this algorithm defines a new feature
uncertainty measurement method to  adjust the relative contributions of different features.

Currently information entropy theory has been successfully applied to information fusion
theory [12-14].This paper proposes an adaptive fusion strategy based on information entropy
theory. our algorithm make product rule and weighted sum rule unified into an adaptive
framework according to defined features distance. An extensive number of comparative
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experiments show that the proposed algorithm is more stable and robust than product rule and
weighted sum rule in the object tracking.

In the rest of this paper, we explain the shortcomings and our algorithm in Section 2.
Experimental results and analysis are reported in Section 3. We conclude this paper in
Section 4.

2. Adaptive Fusion Strategy Based on Particle Filter
2.1. Adaptive Fusion Strategy

The model of product rule assumes that the feature is independent of each other.
Namely, each feature generates independent observation, then the joint likelihood of n features
can be expressed as:
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Among the above formulas: iz is the observation of i-th feature which is independent of
each other, x is the state of estimated target. Equation (1) is simple but including rich
information.

Another common fusion rule is weighted sum rule, it is a very effective tool for the
complex of density estimation problem. its specific form as follows:
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Among the above formulas: i shows the i-th feature corresponding to the weight of

observation probability. the weights are normalized to ensure
1
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This paper proposes an adaptive fusion strategy which combines the advantages of
product rule and weighted sum rule, which can effectively solve the problem of difficulty to
distinguish when the similar target close to the target. This algorithm is based on the fact: on the
one hand, when the features support to each other, this illustrates that the features are
influenced by a small degree of contamination, then using product rule can improve tracking
accuracy. On the other hand, when the features don’t support to each other, this illustrates that
the features are influenced by a great degree of contamination, then using weighted sum rule
can maintain the multi-modal of distribution, and suppress noise.

This paper will use the particle filter tracker. Therefore, we can obtain the sample’s
probability assignment. In order to convenience of illustration, two features are denoted C1 and

C2, the particles set based on two features are 1 2
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, M is the number of

particles, 1( | )ip z x and 2( | )ip z x is the weights of particles which obtained through defined
likelihood model based two features.

Define 1. If 1( | )ip z x and 2( | )ip z x is the particle’s weights of two features, then we
build the model of based entropy as:
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The information distance of feature C1 with feature C2 can be defined as:
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Then the partial credible coefficient for C1 can be defined as:

1 2 1 2

1

1 2 1 2

1- ( , ) ( , ) 1
( ) 1

( , ) ( , ) 1

d C C if d C C
Sup C

d C C if d C C

 
 

(5)

The information distance of feature C2 with feature C1 can be defined as:
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Then the partial credible coefficient for C2 can be defined as:
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Define 2. The information distance between feature C1 and feature C2 can be defined
as:
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Define 3. The credible coefficient between feature C1 and feature C2 can be defined as:
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Among the above formulas: in order to prevent the denominator is zero, equals
0.0001.

1 2( , )Sup C C reflects the degree support of features. Namely, when 1 2( , )Sup C C is
relatively greater, which illustrates that features support each other, then the fusion result of
product rule occupies an important position compared with weighted sum rule. On the other
hand, when 1 2( , )Sup C C is relatively smaller, which illustrates that features don’t support each
other, then the fusion result of weighted sum rule occupies an important position compared with
product rule.

According to the simulation results of the experiments, thus we think product rule and
weighted sum rule can be unified into an adaptive framework through the credible coefficient.

Define 4. Framework for adaptive multi-feature fusion can be defined as:

1

11

1

1 [ ( | ) ( )] [1 ( )] ( | )( | ) ( )
n n

i i

n

ii

n

n i ip z x U x Sup C C p z xp z z x Sup C C


          (10)

In Equation (10),
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particles (the value of feature’s likelihood function )close to 0,because product rule make the
another feature’s contribution become small for these particles, we affiliate the uniform
distribution which is directly proportional to this feature’s support to every feature.
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3. Tracking algorithm based on proposed fusion strategy
3.1. Particle Filter

Particle filter is a filtering method based on Monte Carlo and recursive Bayesian
estimation. In recent years, it has become an effective tool for target tracking under non-linear
or non-Gaussian conditions [15,16]. The detailed description refer paper [17], the particle filter’s
principle will not introduce in this section

In the algorithm achieving process, we choice the ellipse to describe the target’s state,
namely  , , , ,x y x yx c c l l  , xc ， yc ， xl ， yl and  are the center coordinates of ellipse, the

long axis, the short axis and the deflection angle. Besides, in the particle filtering technique, we
use the simplest and most commonly first-order linear system as the state transition model of
the particle filter.

3.2. Extracted Features
Color is one of the main features for describing the target, researcher have made a lot

of study for target’s color feature. A color histogram proposed by [1] is used to describe the
target’s color feature, Its expression is:

1

( ) ( ( , ) )
cB

c

u

h u I x y u


   (11)

( , )I x y is the pixels of candidate district, cB represents the long of color histogram.
Edge [18], as another efficient feature descriptor, can be used here to enhance the

power of color feature.
Pixels ( , )I x y are evenly extracted within the ellipse, edge’s strength G and direction

angle  are defined as:
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The ellipse is divided into four parts according to two axes, for each part, direction angle
is quantified eB grade histograms, and then fuse the edge’s strength information into each
point, we can get the weighted gradient orientation histogram of each part. finally, the
histograms of four parts are combined and normalized.

For the description of histogram, the Bhattacharyya coefficient is a popular similarity
measure [19]. Considering discrete densities such as two histograms modh and tarh , the
coefficient is defined as:
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On this basis ,the observed likelihoods of two features can be defined as:

2
mod( | ) exp( ( , ))i

i i tarp z x h h   (14)

 1,2i , color is the first feature,edge is the second feature.

3.3. Proposed Particle Filter Tracking Algorithm
In section 3.2, we introduce how to extract features. Now, on the basis of them, the

detailed processing of improved algorithm is given.

(1) Initialization: k=1, initialized particle sets 1, , 1, ,i
kx i NN  
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(b) Two features are empowered and normalized:  Color feature: ( ) 1 ( )
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(c) According to Equation (10) fusing two features.
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4. Experimental Results and Analysis
First, we set experimental parameters as follows: the initial position of target is given

manually, the number of particles is set to 200, the uniform distribution ( )U x equals 1 N ,
direction histogram B equals 18, color histogram B equals 216. The value of  are shown in
Table 1.

Table 1. The Coefficients of Two Features
corresponding color 1( ) edge 2( )
Video sequence of experiment  1  90             30
Video sequence of experiment  2  90             40

Simultaneously, in order to measure the tracking error, we define two measure mode.

2ˆt tAE x x  2

1

1 ˆ
T

t t
t

RMSE x x
T 

  (15)

AE measures each frame error, RMSE measures all frames error.

4.1. Aircraft Video
Experiment 1 use the video of model aircraft, which length is 770 frames, The adaptive

coefficients between product rule and weighted sun rule are shown in Figure 1, the credible
coefficients of features are shown in Figure 2.

Figure 1. The Adaptive Coefficients of Two
Fusion Rules

Figure 2. The Credible Coefficients of
Features
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From Figure 1, we can conclude that our algorithm can adaptively adjust the weights of
product rule and weighted sum rule according to the change of environment. Before 300th
frame, because the environment is relatively simple, product rule occupies an important position
in the tracking. However, after 300th frame, because the environment is relatively complex,
weighted sum rule occupies an important position in the tracking.

From Figure 2, we can clear observe that our algorithm can adjust the weights of two
features according to the change of environment, Namely, our algorithm achieve the adaptive
change of features’ weights within the framework of a unified fusion. Figure 3 shows part of
tracking results by the proposed algorithm, product rule and weighted sum rule.

Figure 3. Some Results on Experiment 1 by using: product rule (the first row), sum rule (the
second row), and proposed method (the third row) (Frames:281,283,500,518,649,770)

From Figure 3, because the change of illumination is small and the background is
relatively simple from first frame to 500th frame, proposed algorithm, product rule and weighted
sum rule can successfully track the target. However, as the target moves on, it is occluded by
the tree, as shown in frame 500 and frame 518. These make it challenging for the tracking
algorithms to follow the target. It can be seen that our algorithm overcomes these difficulties
throughout the whole tracking process, whereas the product rule and weighted sum rule drifts
away from the target during the tracking process and finally loses the target. This show the
stability and robustness of proposed algorithm.

4.2．Speaker Tracking
Experiment 2 is the speaker tracking in smart meeting room, video length is 500 frames.

Tracking difficulties are the rotation of head and the occlusion of others speaker.
First, based on equals (15), we give the error analysis. Besides, we only give the

frames’ tracking error between 382-th frame to 402-th frame when the target is occluded.
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Figure 4. The X-axis Absolute Error Figure 5. The Y-axis Absolute Error

From Figure 4 and Figure 5, we can conclude that product rule is sensitive to noise, so
its AE is biggest in 392-th frame, moreover, weighted sum rule isn’t sensitive to noise, the
change of AE curve isn’t obvious. The proposed algorithm combines the product rule’s
advantage and weighted sum rule’s advantage, so its AE is smallest.

Table 2. Comparison of RMSE Value
Fusion rule RMSE

X Y
Weighted sum rule 0.2982 0.3129

Product rule 0.2936 0.2735
Our algorithm 0.2347 0.1970

From Table 2, compared weighted sum rule, in the X-axis, our algorithm’s error reduced
0.0635. In the Y-axis, our algorithm’s error reduced 0.1159. Compared product rule, in the X-
axis, our algorithm’s error reduced 0.0589, in the Y-axis, our algorithm’s error reduced 0.0765.
So our algorithm has better accuracy. Figure 6 shows part of tracking results by the proposed
algorithm, product rule and weighted sum rule.

Figure 6. Some Results on Experiment 1 by using: product rule (the first row), sum rule (the
second row), and proposed method (the third row) (Frames:53,250,392,500)

From Figure 6, we can observe that when the target’s head occludes at frame 392, the
fusion results of product rule deviate the center of target. Besides, the fusion results of weighted
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sum rule exist that some particles begin to transpire. Our algorithm can correctly track the
target. This shows the effectiveness of proposed algorithm.

5．Conclusion
After analyzing the traditional fusion method including product rule and weighted sum

rule,a novel fusion algorithm proposed by this paper which unify the traditional method into a
adaptive fusion framework according to adaptive coefficient. In experiments, the new fusion
strategy shows more robustness and stability than product fusion and weighted sun rule.

On the other hand, in this paper, we only consider the features of video, without
considering the features of audio. Therefore, we will research the fusion strategy for fusing
audio and video multi-feature in the next research.
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