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ABSTRACT

Nonlinear systems present significant modeling challenges due to their com-
plex dynamics and often unpredictable behavior. Traditional mathematical ap-
proaches can struggle to represent such systems accurately. In recent years,
neural networks have emerged as promising tools to address this challenge. This
article explores the use of neural networks to model nonlinear systems, focusing
specifically on the application of the Hammerstein system. We examine network
architecture and training methodologies suited to the complexity of nonlinear
dynamics. Additionally, we explore strategies to improve the interpretability of
neural network models in this context, enabling a better understanding of the
underlying behavior of the system. Through a case study and empirical evalua-
tions, we demonstrate the effectiveness of neural network-based approaches for
estimating the behavior of nonlinear systems. Our work highlights the poten-
tial of neural networks as a versatile and powerful tool for modeling complex
nonlinear phenomena.
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1. INTRODUCTION
Telecommunications are crucial in our everyday lives, impacting our communication, jobs, and in-

teraction with the world. Telecommunications, from basic phone calls to worldwide streaming multimedia
material, are pervasive and indispensable in our contemporary society. The rise of digital technologies and
wireless networks has significantly increased the significance of telecommunications, making it a crucial foun-
dation of our global technical infrastructure [1]. Nevertheless, the rapid expansion of telecommunications is
accompanied with a rising intricacy of the underlying systems. Contemporary telecommunications networks
have several issues, such as optimizing resource allocation, reducing interference, guaranteeing service quality,
handling large-scale data flows [2], and channel estimation [3]. The difficulties are worsened by the intrinsi-
cally non-linear properties of telecommunications networks, in which phenomena like signal fluctuations [4],
distortions [5], identifications [6], equalization [7], and interference may result in highly complex and unex-
pected behaviors [8]. The complicated structure of non-linear systems presents a substantial obstacle in diverse
domains, including engineering, physics, economics, and biology [9]. Linear systems can be described by
simple cause-and-effect linkages, while non-linear systems display complex and non-proportional interactions
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among variables, resulting in dynamic behaviors. These interactions result in a diverse range of phenomena,
notably oscillations, bifurcations, chaotic dynamics, and emergent patterns. The intricate nature of this prob-
lem is a barrier to our conventional comprehension and requires the use of advanced modeling approaches.
Nevertheless, the intrinsic unpredictability and development of non-linear systems provide a significant chal-
lenge in accurately representing them solely using standard analytical methods. As a result, researchers have
started using increasingly sophisticated techniques, such as computer modeling employing neural networks and
Kernel methods, to accurately understand the intricate behaviors and emerging characteristics of these intricate
systems [10], [11].

The modelling and identification of nonlinear systems pose substantial difficulties in systems engineer-
ing, especially when dealing with active distribution networks and intricate dynamic systems. Hammerstein-
Wiener systems, which consist of nonlinear and linear blocks connected in series, provide a robust and efficient
framework for modelling various dynamic behaviors. Hammerstein-Wiener models have proven effective in
building dynamic counterparts of active distribution channels, which are important for analyzing and estimat-
ing long-term issues in electrical networks. This methodology enables enhanced control and optimization of
renewable energy sources, hence expanding the stability and efficiency of distribution networks [12]. It is es-
sential to have an advanced understanding of these dynamic equivalents to effectively tackle present and future
energy management obstacles. Robust estimating approaches have been developed to improve the accuracy and
reliability of models for identifying Hammerstein systems using quantized data, even when there are limita-
tions in sensor precision. These strategies are necessary for offering optimum performance in situations when
there is an insufficient or absence of accurate data [13]. The precision and dependability of these estimates
are especially important in industrial and technical settings where quantized sensors are often used. Addition-
ally, the process of modeling and identifying Hammerstein systems when there are inaccuracies in the output
measurements presents considerable difficulties. Proposed advanced strategies aim to minimize the impact of
noise, consequently ensuring both the precision and dependability of accepted models for a wide range of prac-
tical applications [14]. These approaches are essential for supporting the integrity of models in contexts where
measurements are more susceptible to disturbances and interferences.

Traditional analytical models, which depend on differential equations or mathematical functions, fre-
quently have limitations when it relates to accurately represent the wide range of behaviors found in non-linear
systems. These models sometimes depend on oversimplified assumptions that may not accurately represent
reality, especially in situations where the relationships between variables are intricate and not well compre-
hended. As a result, there is a growing need to prioritize the search for modeling methods that are more flexible
and adaptive in various domains. In addition to techniques based on neural networks, kernel methods such
as support vector machines (SVMs) and Kernel regression have also emerged as strong tools for modeling
non-linear systems. These techniques exploit Kernel functions to transform data into feature spaces with larger
dimensions, enabling the capturing of non-linear interactions with greater precision. Artificial neural networks
(ANNs) have become a significant field of research in machine learning and artificial intelligence (AI), ANNs
have been widely used in several domains such as classification, regression, prediction, pattern recognition,
robotics, and signal processing within the last twenty years [15]–[21]. They provide a powerful technique for
handling signals and information in telecommunications, distinguished by a high degree of adaptability and
flexibility that distinguishes them from conventional methods [22], [23]. Due to their capacity to acquire intri-
cate patterns from unprocessed data, they are very advantageous tools in several domains of signal processing
[24]. Neural networks has the ability to detect non-linear patterns and trends in signals [25], hence facilitating
more accurate and resilient analysis of telecommunications data [26]. Since there is their innate flexibility, they
are able to modify their behavior to accommodate changing communication channel conditions, resulting in
improved system security and efficiency. Moreover, neural networks possess the ability to acquire knowledge
from large quantities of data, a critical aspect in communication fields characterized by extensive and intricate
datasets. The application of them in applications including demodulation [27], signal detection [28], noise sup-
pression [29], and channel prediction [30] has resulted in significant enhancements in terms of service quality,
data transmission rate, and resistance to interference. In this paper, we present a novel approach that leverages
ANNs as an alternate and complementary way of modeling nonlinear communication systems, specifically
nonlinear Hammerstein systems. By exploiting the capabilities of ANNs, inspired by the complex working of
the human brain, we want to overcome the constraints associated with previous methodologies and offer a more
efficient and accurate way to capture the dynamics of complex communication networks.
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The article is organized as follows: section 2 gives a brief description of the theoretical basis and
challenging settings. In section 3, we present a full description of our proposed technique for modeling non-
linear systems in the telecommunications domain using neural networks. The findings of our experiments are
reported in section 4 followed by an examination of the importance of our technique. Section 5 concludes
the paper.

2. THEORETICAL FOUNDATIONS AND PROBLEM CONTEXT
In this section, we introduce some notations and assumptions that will be used throughout the paper.

The Hammerstein system, a distinctive nonlinear model, is frequently employed in the realm of system identifi-
cation. System identification aims to create precise mathematical models that mirror the behavior of real-world
systems using observed input-output data. In this context, we focus on the Hammerstein system depicted in
Figure 1. This system comprises a nonlinear static function followed by a finite impulse response (FIR) filter
with a known order. This structure is chosen for its ability to effectively represent both nonlinear and linear
dynamics in a system, offering flexibility and interpretability during the identification process.

Figure 1. Block diagram of Hammerstein system

This nonlinear system can be expressed mathematically by (1).

y(t) = HBRAN ∗ [f(x(t))] + n(t) (1)

Where:
y(t) denotes the system’s output at time t.
x(t) represents the system’s input at time t.
HBRAN symbolizes the linear channel of the system, which is defined by its coefficients.
f(·) is the nonlinear function applied to the input.
n(t) is the noise introduced to the output.
By putting out the following hypotheses, we hope to create a framework that encapsulates the key elements of
the issue and makes it easier to create efficient estimation techniques.
− Hypothesis 1: to test a wide range of scenarios and make sure that the estimation model is resilient across

various input conditions, we randomly select input values x(t) within a specific range.
− Hypothesis 2: the noise, denoted as n(t), is recommended to be additive white gaussian noise (AWGN) and

independent of both x(t) and y(t).
− Hypothesis 3: considering that the linear channel HBRAN is a BRAN (broadband radio access network)

channel developed by the European Telecommunications Standards Institute (ETSI) [31], [32]. With the
help of this hypothesis, we can concentrate on learning how noise and nonlinearities affect the behavior of
the system without having to deal with the extra complications that come with time-varying channels.

− Hypothesis 4: the adoption of an ANN model presents an adaptable and efficient model for approximating
the complicated interaction between input and output in the system.

− Hypothesis 5: the hyperbolic tangent function tanh(.) is an example of a continuous and differentiable
nonlinear function that can be chosen to guarantee smooth and well-behaved transformations of the data.

All of these theories serve as the foundation for researching and resolving the difficulties involved
in employing neural networks to estimate the output of Hammerstein systems. By carefully examining these
features, we may create robust and reliable estimate approaches that have wide-ranging applications in engi-
neering and signal processing areas. The fundamental purpose of this research is to use neural networks to
estimate the output of Hammerstein systems created by (1).
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Remark 1: the learning process of a neural network involves minimizing a loss function such as
mean squared error (MSE). The optimization of network parameters W and b is achieved using optimization
algorithms like stochastic gradient descent. Mathematically, the weight updates can be formulated as:

W(t+1) = W(t) − η
∂MSE
∂W

, b(t+1) = b(t) − η
∂MSE
∂b

where η is the learning rate and t is the iteration of the optimization algorithm.
Theorem 1 (convergence theorem [33]): under certain regularity conditions on the data and network ar-

chitecture, neural networks converge to an optimal solution when minimizing a loss function like MSE through
an optimization process. Mathematically, for a neural network with parameters θ and a loss function J(W ),
we have:

lim
k→∞

∇J(Wk) = 0 (2)

where Wk represents the network parameters at iteration k of the optimization algorithm.

3. MODELING APPROACH WITH ARTIFICIAL NEURAL NETWORKS
This section provides a comprehensive explanation of our methodology for estimating the output of

the Hammerstein system using a multi-layer perceptron (MLP) neural network. The foundation of our method-
ology is based on using a MLP that is designed with a specific structure, acceptable activation functions, an
effective optimizer, and an appropriate loss function to handle the identification issue. Initially, we chose a
MLP because to its ability to record intricate connections between input and output data. The MLP was built
with two hidden layers and one output layer. The hidden layers consist of 64 neurons each, whereas the output
layer has a solitary neuron, which is ideal for our identification issue because we are estimating a single output
value. The Figure 2 illustrates a standard MLP configuration consisting of two hidden layers and one output
layer.

Figure 2. Multilayer perceptron

To inject non-linearity into the model’s structure, the rectified linear unit (ReLU) activation function
is utilized for the hidden layers. This activation is formally described as:

R(x) = max(0, x) (3)

where x represents the weighted sum of inputs and biases for each neuron in the layer.
The optimizer is an algorithm for first-order gradient-based optimization of stochastic objective func-

tions used to change the network’s weights through training. This algorithm is a common optimization tech-
nique in the area of deep learning, able to adapt to the peculiarities of the task rapidly. Updates to the model
parameters using this method are computed using (4).

θt+1 = θt −
η√

v̂t + ϵ
· m̂t (4)
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where θt represents the model parameters at time t, η is the learning rate, and m̂t and v̂t are the estimates of
the first and second order moments of the parameter gradients respectively.

Our learning technique is supervised, which means the neural network is trained using data that is
labeled, which comprises input-output pairs. Through training, the network changes its parameters repeatedly
to reduce the divergence in its predictions and the actual output values presented in the labeled dataset. Su-
pervised learning is the ideal strategy for this issue, since it includes estimating the output of the Hammerstein
system using data labeled. The method for estimating the output of Hammerstein system using neural networks
is outlined as Algorithm 1.

Algorithm 1. Neural-based nonlinear system identification
Step 1: Input

• zmem: Input data representing the memory of the nonlinear system
• y: Output data corresponding to the input data
• N : Total number of data points
• L: Length of the input vector
• Percentage split: Percentage of data for training (e.g., 0.8 for 80% training, 20% testing)

Step 2: Main loop
while {x(t), y(t)}Nt=1 available do

- Split the Data into Training and Test Sets

Xtrain = zmem[: ⌊N × 0.8⌋]
Xtest = zmem[⌊N × 0.8⌋ :]

ytrain = y[: ⌊N × 0.8⌋]
ytest = y[⌊N × 0.8⌋ :]

- Create the Neural Network Model

Layer 1: Z[1] = R(W [1] ·X + b[1])

Layer 2: Z[2] = R(W [2] · Z[1] + b[2])

Output Layer: ŷ = W [3] · Z[2] + b[3]

end while
Step 3: Return the Trained Model ŷi

Where:
− X ∈ RN×L represents the input data matrix (memory of the output z), where N is the number of samples

and L is the length of the memory,
− W (1) ∈ RL×64 and b(1) ∈ R64 are the weights and biases of the first layer,
− W (2) ∈ R64×64 and b(2) ∈ R64 are the weights and biases of the second layer,
− W (3) ∈ R64×1 and b(3) ∈ R are the weights and bias of the output layer.

In our study, we depend on many basic theorems that offer the theoretical basis for our methodology.
These theorems prove the successful convergence of neural networks to an optimum solution given particular
constraints of regularity on the data and network design, as well as their universal approximation capabilities
for any continuous function over a compact interval. Additionally, they assert that the sum of independent
and identically distributed random variables converges in distribution to a normal distribution as the number of
samples rises. These theorems are especially significant for modeling situations involving noise since they give
insights into the distribution of noise introduced to the signal in a model. By using these core theorems, we
provide the theoretical basis of our study and highlight both the possibilities and limits of neural network-based
modeling in the context of modeling Hammerstein systems.

Theorem 2 (universal approximation theorem [34], [35]): Let f : [a, b] → R be a continuous function
on a compact interval [a, b]. Then, for any ϵ > 0, there exists a neural network with one or more hidden layers
and nonlinear activation functions, such as R(x) = max(0, x), capable of approximating f with arbitrary
precision. Formally, for any continuous f on [a, b] and ϵ > 0, there exists a neural network f̂ such that:

Modeling non-linear communication systems using neural networks (Rachid Fateh)
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∥f − f̂∥∞ < ϵ

where ∥ · ∥∞ represents the infinity norm over the interval [a, b].
Theorem 3 (central limit theorem [36]): the sum of independent and identically distributed random

variables, such as noise added to the signal in a model, approximately follows a normal distribution as the
number of samples increases. Formally, for independent and identically distributed random variables yi with
mean E[yi] and variance σ2, the standardized sum 1√

N

∑N
i=1(yi − E[yi]) converges in distribution to a normal

distribution N (0, σ2) as N → ∞.

4. SIMULATION AND RESULTS
In this section, we performed Monte Carlo simulations to evaluate the efficiency of our machine

learning-based method for estimating nonlinear systems. The linear channel was characterized by the impulse
response vector HBRAN, which contains the values in Table 1. The BRAN radio channel impulse response is
described as:

h(n) =

p−1∑
i=0

Hiδ(n− τi), p = 18. (5)

where δ(n), τi and Hi ∈ N(0, 1) denote, the Dirac function, the paths i time delay and path i magnitude
respectively.

Table 1. Delay and magnitudes of 18 targets of BRAN A channel
Delay τi(ns) Magnitudes Hi(dB) Delay τi(ns) Magnitudes Hi(dB)

0 0 90 -7.8
10 -0.9 110 -4.7
20 -1.7 140 -7.3
30 -2.6 170 -9.9
40 -3.5 200 -12.5
50 -4.3 240 -13.7
60 -5.2 290 -18
70 -6.1 340 -22.4
80 -6.9 390 -26.7

Afterward, the data was partitioned into distinct training and testing sets. The model of neural net-
works was created to predict the output of the nonlinear system. This model is composed of two hidden layers,
with each layer containing 64 neurons. The model employs the ReLU activation function. In addition, the
output layer is a dense layer with a single unit. The model was trained on the training data and measured on
the data from the tests using the MSE as the selection criteria, explained as:

MSE =
1

N

N∑
i=1

(ŷi − yi)
2 (6)

here, ŷi represents the model’s prediction for the i-th data point, while yi corresponds to the true value. This
performance metric allows us to quantify the discrepancy between our predictions and the actual values of
the nonlinear system. The input sequence, depicted in Figure 3, was randomly generated using a uniform
distribution over the range [−5, 5]. This sequence corresponds to a dataset of size N = 1024. The resulting
output scenario, shown in Figure 4, is based on this input sequence and illustrates the generated scenario.

4.1. Estimating the nonlinear system output
The three figures illustrate the prediction of the output of Hammerstein system for varying sizes of

input datasets (N ): 512, 1024, and 2048. Each figure exhibits two separate curves: the blue curve represents
the real output of the system, while the orange curve shows the output approximated by our neural network
model. From the analysis of these figures, it is clear that the estimated result of the Hammerstein system differs
depending on the data length. When N is equal to 512 as Figure 5, there may be some minor differences, but
the estimated performance seems to be rather accurate since the orange curve nearly follows the blue curve.
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When the value of N is increased to 1024 as Figure 6, there is a small but noticeable improvement in the
estimate, resulting in improved alignment between the two curves. Finally, when N equals 2048 as Figure 7,
the estimate seems to be the most accurate, since the orange curve closely aligns with the blue curve. This
indicates an improved capacity to make accurate predictions as the amount of the input dataset is increased.

This gain in estimate accuracy with an increase in N may be due to numerous variables, including
the influence of the optimization technique utilized, such as gradient descent, as well as the complexity in-
volved with training the neural network model. Gradient descent is performed to minimize the loss of function
during model training. With a higher N , the model has a connection to more training data, which may allow
more efficient exploration of the parameter space and convergence towards a more global minimum of the loss
function. Consequently, the model can better represent the complex communications between the input and
output data, resulting in a more accurate assessment of the Hammerstein system’s output. However, it’s worth
mentioning that raising N may also contribute to an increase in computing complexity involved with training
the neural network model. A bigger dataset demands more computer resources to analyze and train the model,
which might increase training time and computational power requirements. Nevertheless, despite this extra
complexity, the gains in terms of estimating accuracy acquired with a bigger dataset frequently outweigh this
additional cost in terms of resources.

Figure 3. The input sequence, with a data length of N = 1024

Figure 4. The output data with SNR = 30 and N = 1024

Modeling non-linear communication systems using neural networks (Rachid Fateh)
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Figure 5. Estimation of the Hammerstein system output for a data length of N = 512

Figure 6. Estimation of the Hammerstein system output for a data length of N = 1024

Figure 7. Estimation of the Hammerstein system output for a data length of N = 2048
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4.2. Performance in noisy environment
Figure 8 illustrates the change in the model’s MSE as the value of N varies over the training epochs.

The MSE curve demonstrates the variation in error when the model is trained on the data for each N number
(512, 1024, and 2048). Firstly, while reviewing the MSE curves, a general tendency is observed: the error
lowers as the size of the dataset rises. For N = 512, the starting MSE is 3.5, steadily reducing to 0.1031 at
the conclusion of training. For N = 1024, the initial MSE is 3.5, followed by a continuous drop to 0.0451.
Lastly, for N = 2048, the starting MSE is 2.3, and it reduces to 0.0233 at the conclusion of training. Secondly,
comparing the curves for various values of N shows changes in the convergence rate and the final degree of
error. Particularly, with a bigger N , such as N = 2048, the final MSE is often lower, showing superior perfor-
mance of the model with a larger dataset. Finally, the study of the MSE curves also enables for the discovery
of any overfitting or underfitting concerns. If the MSE on the test set grows while that on the training set falls,
it signals overfitting of the model. Conversely, if the MSE stays high or declines very slowly, it may suggest
underfitting.

Figure 8. The MSE loss versus the epoch number for different data lengths N

5. CONCLUSION
This paper thoroughly investigates the challenge of identifying nonlinear systems, specifically focus-

ing on Hammerstein systems. The core methodology employs ANN while incorporating gaussian noise into the
output. The paper provides a comprehensive evaluation of the ANN algorithm’s effectiveness and substantiates
its claims through a practical demonstration using a numerical example. For instance, the numerical example
highlights the remarkable performance of the approach, with notably low MSE values. Particularly notewor-
thy is the case with N = 2048 samples, where the MSE decreases impressively to 0.02 at the final iteration.
Additionally, the alignment between the performance metrics obtained through simulation and empirical ob-
servations underscores the robustness and reliability of the model in accurately capturing the system dynamics.
Looking ahead, the paper outlines plans for future research, which entail exploring a variety of neural network
architectures and integrating regularization techniques to enhance model generalization, especially in the con-
text of complex nonlinear systems. This forthcoming investigation will have a specific focus on applications
within the telecommunications domain.
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