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 This paper presents an enhanced real-time vehicle detection system using 

convolutional neural networks (CNNs) for both daytime and night-time 

conditions. Initially, the system determines the time of capture by analyzing 

the upper part of input images. For daytime detection, it uses normalized 

cross-correlation and two-dimensional discrete wavelet transform (2D-

DWT) techniques. Night-time detection involves identifying vehicle lamps 

through color thresholding and connected component techniques, followed 

by symmetry analysis and CNN classification. The dataset for training 

includes images from the Caltech Cars, AOLP, KITTI Vision, and night-

time vehicle detection datasets, ensuring robust performance across various 

lighting conditions. Experiments demonstrate the system's high accuracy, 

achieving 99.2% during the day and 98.27% at night, meeting real-time 

requirements and enhancing driving assistance systems' reliability. 
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1. INTRODUCTION 

Recently, the driving assistance systems (DAS) has gained a great consideration in the research 

field, in light of the urgent need to automate driving systems due to the strong growth in the accident 

numbers while most of these accidents are caused by human causes. Vehicle detection [1] is one of the most 

challenging tasks in the DAS where it can be used for several purposes, such as calculating the distances and 

speeds of other vehicles [2], [3] and the possibility of overtaking, in order to warn the driver to slow down 

and avoid collisions. However, there are several difficulties and constraints in vehicle detection systems due 

to the dynamic environment and the complex and rapid movement of objects interfering in the road. Several 

researches are done to develop efficient vehicle detection systems [4]. However, most of researchers carried 

out their researches to deal with vehicle detection only in day-time in suitable conditions, where the 

assistance is more needed in night-time. 

Concerning the work related to the detection during day-time. Ruan et al. [5] present a system for 

vehicle detection using wheel part identification. Their proposed method consists of two main parts, feature 

extraction and vehicle detection. Then they detect and locate vehicles using three different submodules: the 

region of interest (ROI) segmentation module, the wheel identification module, and the vehicle detection 

module. Wei et al. [6] suggest a vehicle recognition method based on Haar and histogram of oriented 

gradients (HOG) features, where they segment the regions of interest based on a combination between Haar 

and HOG features then they classify them using AdaBoost and support vector machines (SVMs) classifier.  

However, the most recent work has always been focused on the use of YOLO algorithms for 

detection, you only look once, which is a deep learning method. This YOLO algorithm was proposed by 

https://creativecommons.org/licenses/by-sa/4.0/
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Redmon et al. [7]. It is a single-step approach that translates an object's boundary box position problem 

directly into an object's regression problem without generating candidate boxes. In the YOLO framework, the 

image is divided into a certain number of grids. Each grid has the responsibility to estimate the objects within 

the grid that have a center. Some of the authors who have used YOLO, Chen and Li [8] use on the YOLOv3 

algorithm and the single-shot detector (SSD) algorithm for vehicle detection. They first process the input 

image for training by using k-means for clustering the bounding box of the candidates. Then, they trained the 

vehicle detection models by using YOLOv3 and SSD algorithms. Also [9] are developed a YOLOV3 

algorithm that has optimal performance relative to the performance of deep learning algorithms, for 

autonomous vehicle image recognition. 

Concerning the work related to the detection during night-time. Most existing vehicle detection 

systems and methods focus mainly on detecting vehicles in daylight conditions. However, statistics show that 

more than half of all dangerous road accidents occur at night. Hence, more attention needs to be paid to work 

on vehicle detection at this time of day [10].  

Among the works focusing on night detection, we find [11]. They propose a front vehicles detection 

system during the night-time on the basis of both laser and video information. Firstly, they pre-processed 

both laser information and video frames using the region growth and threshold area expulsion algorithm. 

Next, they extracted the characteristics of the frontal vehicles using the Gabor filter which uses the principle 

of uncertainty, and they obtained the frontal vehicle distances via the laser point cloud. Lastly, they classify 

the detected front vehicles based on the SVM algorithm. 

Kuang et al. [12] a night-time method is proposed for detecting vehicles using the combination of 

two different methods to increase the accuracy of the system. A region of interest extraction approach to 

detect vehicle light and a night-time image improvement approximation on the basis of enhanced multi-scale 

retinex (MSR) for extracting a precise region of interest and improving the images to accurately detect 

vehicles at night. Hemmati et al. [13] present a novel method for night-time vehicle detection based on deep 

belief networks (DBN) for detecting backlights in image thresholds. And then some detected taillights are 

selected and fed to an SVM classifier on the basis of the size characteristics retrieved and their distance to 

localize the vehicle. 

Combining the MobileNet v2 and YOLO v3, Huang et al. [14] propose M-YOLO which is a novel 

deep neural network model. Initially, they extract the characteristics of M-YOLO by using the lightweight 

network MobileNet v2. Subsequently, they use the algorithm “K-means” to reorganize the database and get 

suitable and appropriate anchor boxes. Third, they use the EIoU loss function to optimize the model 

continuously. 

Despite advancements in previous works, several problems remain unresolved, the main unresolved 

problem is the inconsistency in detection performance across different lighting scenarios [15]. Our work aims 

to fill this gap by developing a system that maintains high detection accuracy regardless of ambient light. 

Specifically, we focus on improving detection rates and reducing false positives, thereby enhancing overall 

system reliability. 

Within this regard, the goal of this paper is to propose an enhanced driving assistance for vehicle 

detection during day and night. The work presented in this paper is based on a different efficient algorithm 

such as normalized cross-correlation, two-dimensional discrete wavelet transform (2D-DWT), and 

convolutional neural networks (CNNs). The contributions of this paper are multifaceted, resides in 

addressing several gaps in the existing literature on automated vehicle detection systems. In this paper, we 

present an enhanced driving assistance system that leverages a CNN to detect vehicles with high precision 

and recall in both day and night conditions. Unlike previous works that often focus on either daytime or 

night-time detection, our approach provides a comprehensive solution that excels in varying lighting 

conditions. 

For clarity of presentation, the paper follows a structured organization. Section 1 provides the 

introduction. Section 2 describes the proposed vehicle detection method. Section 3 provides the results of the 

experiments, while section 4 offers the concluding remarks for the paper. 

 

 

2. METHOD 

The proposed method is a pure image processing system based on many experiments and researches 

in this field. In this article, we present our enhanced system for detecting vehicles in day-time and night-time. 

The goal is to obtain an efficient vehicle detection system during day and night with highly reliable results. 

The principle of this system is described in the overall flow diagram presented in the Figure 1. To detect 

vehicles, we need to determine when the input images are captured. Therefore, we first perform processing 

on the upper part of the input images, which represents the sky, in order to detect whether they were captured 

during the day or at night, note that the elevation angle of the camera equals zero. The idea behind this 

processing is to compute the average values of the intensities of the upper third of the input images for each 
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adjustable number of images. Where the input images are considered as daytime scenes, if their average is 

greater than a predefined threshold T1, we perform the daytime detection algorithm. Conversely, if their 

average is less than other predefined threshold T2, they are considered as night scenes, so we perform the 

night detection algorithm (where T1>T2). Any other scenario indicates that the nature of the images remains 

unchanged. 

 

 

 
 

Figure 1. Overall flow diagram of the proposed system 

 

 

2.1.  Day-time vehicle detection method 

The first part of this section focuses on vehicle detection during the day, highlighting the process's 

two main stages: hypothesis generation and hypothesis verification. This two-step approach ensures that the 

vehicle detection system is both efficient and reliable, providing accurate results under daylight conditions. 

By breaking down the task into these stages, the system can more effectively manage the complexities of 

detecting vehicles in varied environments. 

 

2.1.1. Hypothesis generation stage 

The performance of this stage is the key to achieve the efficiency of the entire system, where the 

good generation of hypothesis has a direct impact on the result of the verification stage. For this reason, we 

have performed several algorithms in order to correctly generate all the hypotheses. In this stage we based on 

pattern detection in order to locate the potential vehicles (hypotheses). Initially, preprocessing is conducted 

on input images by converting them from red, green and blue (RGB) space to hue saturation value (HSV) 

space as shown in Figure 2 to segregate luminosity information from color information. Subsequently, 

histogram equalization is applied to the luminosity information (V channel) to enhance contrast, as depicted 

in Figure 3. Figure 4 presents the resulting image after histogram equalization juxtaposed with the original 

image. As evident from both Figures 3 and 4, a substantial enhancement in contrast is observed, which is 

expected to facilitate subsequent processes. 

 

 

 
 

Figure 2. RGB to HSV conversion 
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Figure 3. Histogram equalization 

 

 

 
 

Figure 4. Image resulted after applying histogram equalization 

 

 

Following this, key features, specifically edges, are extracted using the Canny edge detector [16] to 

expedite processing time and enhance pattern detection accuracy. Subsequent to edge extraction, the 

technique of fast normalized cross-correlation is employed to identify vehicle patterns within the image. This 

technique involves applying fast normalized cross-correlation to the filtered input image and model images, 

after subjecting them to the Canny edge detector. Normalized cross-correlation [17] is a widely utilized 

method for quantifying the resemblance between two images, exhibiting notable efficacy in pattern detection, 

particularly when combined with the Canny edge detector. Consequently, potential vehicles within the input 

images are identified based on the degree of similarity between model images and test images. An illustrative 

example is depicted in Figure 5. The best match occurs when the model and test images have a maximum 

correlation value. Employing this technique enables the discovery of multiple potential vehicle locations. 

 

 

 
 

Figure 5. Image model examples 
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2.1.2. Hypothesis verification stage 

Hypothesis verification stage is not less important than the first stage which is responsible for the 

classification of the hypotheses generated in the previous stage. This stage is composed of two principal 

parts, feature extraction and classification. In the first part, we extract the important characteristics using the 

third level of the two-dimensional discrete wavelet transformation on the generated candidates, where we 

have used Haar wavelet transform. This transformation is a very important and powerful technique to 

represent input data at different scales and frequencies. The 2D-DWT [18] as a mathematical tool is utilized 

to decompose an image into four elements and extract the characteristics of the image using the most 

significant element of these four elements. It splits the image to four parts, three parts with high frequencies 

and one part with low frequency. In this part, we relied on the low frequency sub-images to feed the 

classification part. For the classification part, we based on the CNN to verify the generated hypotheses based 

on their extracted features for classifying them into true or false hypotheses (vehicles or non-vehicles).  

CNNs [19] for classification are the currently best performing models and consist of two different 

parts. The input is an image given as a matrix of pixels. This matrix contains two elements for a grayscale 

image. The third element is the color. The initial part of a CNN is the convolutional part. It works a feature 

extraction system of images. The result of the convolutional part is fed into the second part, which consists of 

fully connected layers. This part’s task consists of connecting the features obtained previously in order for 

classifying the images. The result is a last layer with only a neuron for each class. The obtained results are 

typically normalized to 0 and 1, with the sum of these value equal to 1, in order to generate a probability 

distribution over the classes. 

Building a novel CNN is very intensive in terms of knowledge, hardware, and volume of labeled 

datasets. For this reason, there are specialist researchers who focus on enhancing CNNs. They make their 

technological improvements public, together with information about the trained networks in the database, 

which can be exploited for transfer training. There are several powerful models that could be used for transfer 

learning such as the model used in this work, Inception v4 [20]. This model trained by google using 1.2 

million images classified in 1,000 categories. We chose to use this model because of its low consumption of 

time and resources, and also because of its high accuracy and high performance of classification. 

 

2.2.  Night-time vehicle detection method 

The second part of this section focuses on vehicle detection at night, which is done in two main 

stages: lamp candidate generation and lamp candidate verification. First, the system identifies possible 

vehicle lights in the image by detecting bright spots. Next, it verifies these potential lights to confirm they are 

actual vehicle lamps. This process, shown in Figure 6, helps improve the accuracy of detecting vehicles in 

low-light conditions. 

 

 

 
 

Figure 6. General flow chart of the vehicle detection system at night 

 

 

2.2.1. Lamp candidate generation stage 

To generate candidate lamps, two essential techniques are employed: the color thresholding 

technique and the connected components technique. Initially, significant features, namely colors, are 

extracted using a color thresholding method. This method involves thresholding the input images based on 

the color intensities of image pixels using predefined thresholds. Specifically, bright white regions 

representing potential headlamps and bright red regions representing potential rear lamps are preserved, 

while all other regions are disregarded. The process begins by converting the input images from the RGB 

color space to the HSV color space, which is optimal for color thresholding. Subsequently, color thresholding 

is applied pixel by pixel in the HSV color space to retain only the relevant regions. Pixels are classified as 

potential parts of red regions if the hue (H) falls within the range of 345 to 10, saturation (S) falls within 55 

to 100, and value (V) falls within 50 to 100. Conversely, pixels are identified as potential parts of white 

regions if S falls within 0 to 20 and V falls within 90 to 100, regardless of the H value. Some regions may 
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contain gaps that could fragment them into multiple regions. To address this issue, morphological operations 

are performed to fill and restore missing pixels within these gaps. Specifically, dilation with a 3x3 kernel 

followed by erosion with a 3×3 kernel is employed. 

Subsequently, each remaining region is extracted as a component (candidate) using the connected 

components technique [21]. This technique involves scanning the binary image containing the regions pixel 

by pixel to group all adjacent pixels of each bright region into one connected component and provide its 

information, including size and coordinates. Finally, the extracted components undergo filtration to eliminate 

excessively large or small components that are unlikely to represent headlamps or rear lamps. 

 

2.2.2. Lamp candidate verification stage 

In order to verify the generated candidates, we first group them into sets of pairs according to 

specific criteria, where potential lamps, which have the same color and are relatively close to each other and 

aligned horizontally, are gathered in the same set. Vehicle lamps have different shapes that vary from one 

vehicle to another, making them quite difficult to classify. However, the pair of lamps in each vehicle is 

symmetrically identical. Therefore, to pre-classify candidate lamps as potential vehicles, we pair the most 

symmetrically identical lamp candidates by performing a normalized cross-correlation technique between a 

mirrored lamp candidate and the other lamps candidates in the same set. Pairs that are highly correlated are 

considered as potential vehicle. 

Potential vehicles are classified as either vehicles or non-vehicles using the CNN classifier. The 

CNN is retrained by a dataset that contains positive samples as well as negative samples. The positive 

samples contain images of vehicles taken from different videos in different locations, and the negative 

samples contain different images of various elements or areas of the natural scene. 

 

2.3.  Retraining CNN model 

2.3.1. Data collection and preprocessing 

The dataset used for retraining the used CNN model is a custom-built vehicle detection dataset that 

includes diverse day and night conditions. The dataset was compiled from several publicly available datasets, 

ensuring a comprehensive collection of vehicle images. Specifically, it includes images from the Caltech 

Cars dataset [22], the AOLP dataset [23], the KITTI Vision Benchmark Suite [24], and the night-time vehicle 

detection dataset [25]. In total, the dataset comprises 10,000 images, with equal distribution between daytime 

and night-time scenes, that ensures a robust model performance across different lighting scenarios. 

Data preprocessing was critical to ensure high-quality inputs for the Inception V4 model. The 

following steps were undertaken: 

− Image resizing: all images were resized to 299×299 pixels to match the input dimensions required by 

the Inception V4 model. 

− Normalization: pixel values were normalized to the range [0, 1] to facilitate faster convergence during 

training. 

− Data augmentation: techniques such as horizontal flipping, rotation, and brightness adjustment were 

applied to augment the dataset and improve model robustness. 

 

2.3.2. Inception v4 architecture 

We employed the Inception V4 model, utilizing transfer learning to leverage pre-trained weights on 

the ImageNet dataset. The Inception V4 architecture is known for its efficiency and high performance in 

image classification tasks. The model was fine-tuned on our custom vehicle detection dataset. 

− Input layer: accepts 299×299 RGB images. 

− Pre-trained layers: all layers up to the final inception module were frozen to retain the learned features 

from ImageNet. 

− Fully connected layers: added custom fully connected layers with 1,024 and 512 neurons respectively, 

followed by rectified linear unit (ReLU) activation. 

− Output layer: a softmax layer with two neurons for binary classification (vehicle present or not). 

This model was trained using the Adam optimizer with a learning rate of 0.0001. The loss function 

used was binary cross-entropy, and the model was trained for 30 epochs with a batch size of 32. To retrain 

this model, we split the dataset into training (70%), validation (15%), and test (15%) sets. Training involved 

iteratively updating the model weights using backpropagation. Early stopping was employed to prevent 

overfitting, based on the validation loss. 

The choice of Inception V4 was motivated by its proven efficacy and efficiency in image 

classification and object detection tasks. Transfer learning was employed to leverage pre-trained weights, 

significantly reducing training time and enhancing performance. Data augmentation was used to address the 

variability in real-world driving conditions, thereby enhancing the model's generalization capabilities. 
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3. EXPERIMENT RESULTS 

3.1.  Performance metrics 

In order to evaluate the proposed approach, we gathered six video sequences of real traffic scenes in 

different environments with a camera mounted on the rear-view mirror of the hosting car. Three videos were 

collected in daytime and the remaining three in night-time. The experiments were performed using C++, 

OpenCV and TensorFlow on a 1.2 GHz dual-core hardware processor system ARM Cortex-A9 (HPS) 

operating under an LXDE desktop with 1.0 GB DDR3 memory. This hardware processor system is housed 

within a VEEK-MT2S which includes the MTLC2 module and the DE10 standard FPGA supplied by 

TERASIC. 

In order to evaluate the performance of the proposed system, we used precision and recall as the 

primary metrics. Precision measures the ratio of true positive detections to the total detections, while recall 

measures the ratio of true positive detections to the total actual positives. These measures were computed as 

shown (1) and (2): 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃𝑠

𝑇𝑃𝑠+𝐹𝑃𝑠
 (1) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃𝑠

𝑇𝑃𝑠+𝐹𝑁𝑠
 (2) 

 

with FNs is false negatives, FPs is false positives and TPs is true positives. 

These metrics were calculated for both daytime and night-time datasets, providing a comprehensive 

evaluation of the model's performance. 

 

3.2.  Evaluation results 

Our experiments demonstrated that the proposed system significantly improves vehicle detection 

precision under varying lighting conditions. For instance, as shown in Tables 1 and 2, the system achieved an 

precision rate of up to 99.2% during daytime and up to 97.57% at night. These results indicate that the 

combination of normalized cross-correlation, 2D-DWT, and CNN provides robust performance across 

different scenarios. Where some of its results are shown in Figures 7 and 8. 

 

 
 

Table 1. Evaluation results of the three vehicle detection methods during day 
Videos 1 2 3 

Methods Precision (%) Recall (%) Precision (%) Recall (%) Precision (%) Recall (%) 

Ruan et al. [5] 95.11 94.86 96.23 96.03 96 95.89 

Wei et al. [6] 97.58 97.27 97.97 98.01 97.68 97.11 
Our proposed work 98.86 98.93 99.2 98.75 99.05 98.82 

 

 

Table 2. Evaluation results of the three vehicle detection methods during night 
Videos 1 2 3 

Methods Precision (%) Recall (%) Precision (%) Recall (%) Precision (%) Recall (%) 

Kuang et al. [12] 94.3 94.05 94.83 94.17 95.11 94.06 

Hemmati et al. [13] 96.81 95.9 96.32 95.93 95.75 96.1 

Our proposed work 97.57 97.01 97 96.86 96.19 96.5 

 

 

To properly evaluate the system that we have proposed, we used four different works from the 

literature to evaluate the proposed system against. We used two works to evaluate the day-time detection 

method. The first work, presented by Ruan et al. [5], introduces a vehicle detection system targeting vehicle 

wheel identification, comprising feature extraction and vehicle detection stages. It incorporates ROI 

segmentation, wheel identification, and vehicle detection. A key drawback is its dependence on wheel 

visibility, prone to obstruction or occlusion in real-world scenarios, impairing accuracy. Furthermore, the 

method may struggle with complex backgrounds and varying lighting conditions during the day. The second 

work, by Wei et al. [6], proposes a vehicle recognition method using Haar and HOG features for ROI 

segmentation and AdaBoost/SVM classifiers for classification. The performance of this method suffers in 

real-world settings due to diverse vehicle shapes, sizes, and colors. Combining multiple features and 

classifiers also hinders real-time implementation in DAS. 

The comparison between the proposed method and those by Ruan et al. [5] and Wei et al. [6], as 

detailed in Table 1, illustrates significant improvements in both precision and recall. As mentioned earlier, 
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our proposed method achieves precision of up to 99.2% and recall of 98.93%. In contrast, Ruan et al. [5] 

achieve a precision of up to 96.23% and a recall of up to 96.03%, while Wei et al. [6] achieve a precision of 

up to 97.97% and a recall of up to 98.01%. Although Wei et al. [6] method performs better than Ruan et al. 

[5] both fall short of the precision and recall achieved by our proposed method. These higher values 

demonstrate the superior ability of our method to accurately detect and classify vehicles during daytime, 

underscoring its robustness and effectiveness across various daytime scenarios. 

 

 

 
 

Figure 7. Some results of day-time vehicle 

 

 

 
 

Figure 8. Some results of night-time vehicle detection 

 

 

To evaluate the night-time detection method, we used the other two works. The first work, by  

Kuang et al. [12], presentes a night-time vehicle detection system integrating ROI extraction with image 

enhancement techniques to improve visibility under low-light conditions. However, its efficacy relies heavily 

on preprocessing quality, potentially leading to false positives or missed detections. Adaptability to varied 
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night-time conditions and camera sensors is also limited by its reliance on specific enhancement techniques. 

The second work, by Hemmati et al. [13], proposes an adaptive system for real-time autonomous driving, 

focusing on detecting vehicle headlights at night. This approach identifies bright regions as headlight, 

effective for vehicles with visible headlights but less so for others. It may produce false positives from non-

vehicle bright objects like streetlights, impacting detection accuracy. 

The results for night-time vehicle detection, presented in Table 2, also highlight the superiority of 

the proposed method compared to the works by Kuang et al. [12] and Hemmati et al. [13]. The proposed 

method achieves precision of up to 97.57% and recall of up to 97.01% across the three videos. In 

comparison, Kuang et al. [12] method shows lower performance with precision of up to 95.11% and recall of 

up to 94.17%. Hemmati et al. [13] approach performs better than Kuang et al. [12] but still lags behind the 

proposed method, with precision of up to 96.81% and recall of up to 96.1%. The proposed method's higher 

precision and recall rates reflect its enhanced capability to accurately detect vehicles under low-light 

conditions, thus offering more reliable performance in night-time scenarios and demonstrating significant 

advancements over existing methods. 

Our purpose is to design a system that not only has a better successful detection rate, but it should 

also be as fast as possible. Figure 9 shows the speed of our system in the three experiments. Where the CNN-

based daytime vehicle detection system could process up to 21.64 frames per second, at the same time the 

average frames per second processed for the three videos is 20.72 frames per second. In addition, the night-

time vehicle detection system could process up to 23.09 frames per second, while 22.65 frames per second is 

the average frames per second processed for the three videos. These results are sufficient for real-time 

processing. 

 

 

 
 

Figure 9. Speed of our system in the three experiments 

 

 

One of the main strengths of our method is its adaptability to different lighting conditions without 

requiring additional hardware, such as lasers. This is a significant improvement over methods that depend on 

laser and video information [11]. However, our system's performance slightly drops in extremely low-light 

conditions, which we plan to address in future work. Unexpectedly, the system performed better in detecting 

smaller vehicles at night compared to larger ones, which we attribute to the specific training data used. 

 

 

4. CONCLUSION 

This paper proposes an automated vehicle detection system for driver assistance systems (DAS), 

where vehicles are detected in real time during day and night. The proposed system first processes the upper 

part of the input videos at each period to detect whether the videos were recorded during day or night. Then, 

if day-time is detected, we perform the day-time vehicle detection method, which consists of two major parts: 

the hypothesis generation part, and the hypothesis verification part. At the first part, the hypotheses are 

generated by detecting the vehicle patterns using a normalized cross-correlation after converting the input 

images to HSV color space, performing histogram equalization and running the Canny edge detector. At the 
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second part, we verify the hypotheses generated and classify them as vehicles or non-vehicles using the CNN 

classifier after extracting their features with the third level of 2D-DWT. And if night-time is detected, we 

apply the night-time vehicle detection method, which is divided into two main stages: the generation of lamp 

candidates and the verification lamp candidates. At the first stage, we generate the candidates by first 

performing the color threshold technique on input images in HSV color space to extract the red and white 

bright regions (rear-lamp candidates and headlamp candidates), then we extract each bright region as a 

component using the connected component technique after performing some morphological functions. At the 

second stage, we verify the generated candidates by first pairing them into sets. Then, we keep only 

symmetrically identical pairs using the normalized cross-correlation and classify them as vehicles or non-

vehicles using the CNN classifier. Experiments have shown that the proposed system works well and detects 

vehicles with a high accuracy. In addition, a comparative study was carried out between the proposed system 

and other works in the literature in order to obtain a good evaluation. The obtained results prove the high 

accuracy of the proposed method. The implications of these findings suggest that our method can be 

integrated into various driving assistance systems, improving road safety and reducing accident rates. Future 

research will focus on refining the system's performance in low-light conditions and expanding the dataset to 

include a wider variety of vehicle types and environmental scenarios. 
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