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 The exponential growth of the internet of things (IoT) has revolutionized 

daily activities, but it also brings forth significant vulnerabilities. intrusion 

detection systems (IDS) are pivotal in efficiently detecting and identifying 
suspicious activities within IoT networks, safeguarding them from potential 

threats. It proposes a ensemble approach aimed at enhancing model 

performance in such scenarios. Recognizing the unique challenges posed by 

imbalanced class distribution, the research employs three sampling 
techniques LightGBM adaptive synthetic sampling (ADASYN) with 

multilayer perceptron (MLP), XGBoost ADASYN with MLP, and 

LightGBM ADASyn with XGBoost to address class imbalance effectively. 

Evaluation confusion matrix performance metrics underscores the efficacy 

of ensemble models, particularly LightGBM ADASYN with MLP, XGBoost 

ADASYN with MLP, and LightGBM ADASYN with XGBoost, in 

mitigating imbalanced class issues. The LightGBM ADASYN with MLP 

model stands out with 99.997% accuracy, showcasing exceptional precision 
and recall, demonstrating its proficiency in intrusion detection within 

minimal false positives negatives. Despite computational demands, 

integrating XGBoost within ensemble frameworks yields robust intrusion 

detection results, highlighting a balanced trade-off between accuracy, 
precision, and recall. This research offers valuable insights into the strengths 

with different ensemble models, significantly contributing to the 

advancement of accurate and reliable IDS in realm of IoT. 
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1. INTRODUCTION 

The internet of things (IoT) paradigm, marked by the proliferation of interconnected devices, has 

ushered in an era of unprecedented data generation [1]–[3]. Within this expansive ecosystem, intrusion 

detection systems (IDS) play a critical role in safeguarding IoT networks against potential threats. However, 

the reliability and accuracy of these systems are often compromised by the challenge of unbalanced data 

distribution, particularly across diverse IoT classes. A persistent challenge in this domain is the presence of 

unbalanced data, particularly within class distributions, which compromises the efficacy of intrusion 

detection models. A persistent challenge in this domain is the presence of unbalanced data, particularly 

within class distributions, which compromises the efficacy of intrusion detection models. The pervasive 

https://creativecommons.org/licenses/by-sa/4.0/
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challenge of class imbalance in intrusion detection datasets [4], [5]. Cao et al. [6] noted that traditional 

intrusion detection models, when confronted with imbalanced data, tend to exhibit a bias toward the majority 

class, leading to suboptimal performance in detecting minority class intrusions. A study by Alzahrani and 

Alenazi [7] underscores the vulnerability of IoT networks to diverse security threats and the pivotal role IDS 

plays in mitigating these risks. its emphasizes the need for robust intrusion detection mechanisms in IoT 

environments. 

The ToN IoT datasets, comprising Fridge, Garage Door, GPS Tracker, Modbus, Motion Light, 

Thermostat, and Weather classes, inherently present challenges associated with class imbalance. In such 

datasets, instances of certain IoT classes may be disproportionately underrepresented, complicating the 

training of intrusion detection models. This imbalance can lead to biased learning, where the model may 

favor the majority class, jeopardizing its ability to accurately detect instances of intrusion within minority 

classes [8]. Ensemble learning techniques have gained prominence for their efficacy in improving intrusion 

detection performance. Zhang et al. [9], Khan et al. [10] showcase how ensemble methods enhance model 

robustness, adaptability, and accuracy in detecting intrusions across diverse classes. Benefits of combining 

ensemble learning and adaptive synthetic sampling (ADASYN) in the context of intrusion detection. Results 

indicate significant improvements in detecting minority class intrusions, showcasing the potential of this 

integrated approach by [10]. Oversampling entails duplicating minority class instances. However, it's 

important to note that the ToN-IoT dataset presents several challenges, including class imbalance, the 

presence of categorical features, and missing values [11], [12] The performance of the over-sampling 

technique is better overall. Among the over-sampling techniques, ADASYN’s performance is relatively 

better [13]. 

This research proposes a sophisticated solution, combining ensemble learning and the ADASYN 

method within a multilayer perceptron (MLP) framework, tailored to alleviate the issues of unbalanced data 

within the ToN IoT datasets. This research significantly contributes to amalgamation of ensemble learning 

and ADASYN within an MLP framework, specifically crafted for the challenges posed by the ToN IoT 

datasets. The novelty lies in the comprehensive integration of these techniques, aiming to create an intrusion 

detection model that not only addresses class imbalance but also exhibits nuanced adaptability to diverse IoT 

classes. By leveraging the strengths of ensemble learning for diverse model aggregation and ADASYN for 

synthetic sample generation, the proposed approach seeks to elevate accuracy and reliability in detecting both 

common and rare instances within the IoT landscape. 

i) Integrate ADASYN and ensemble learning within an MLP framework to address class imbalance. 

ii) Evaluate the performance metrics of the proposed ensemble learning and ADASYN-MLP approach on 

the ToN IoT datasets. 

Through these objectives, the research aspires to contribute empirical evidence supporting the efficacy of the 

ensemble learning and ADASYN-MLP approach in mitigating class imbalance challenges within ToN IoT 

datasets, thereby advancing the state-of-the-art in IoT security. 

 

 

2. LITERATURE REVIEW 

2.1.  ADASYN 

ADASYN is an improved version of the synthetic minority over-sampling technique (SMOTE), 

which is used to avoid overfitting occurring when exact replicas of minority instances are added to the main 

dataset [14]. The key idea of the ADASYN algorithm is to use the density distribution as a criterion to 

automatically determine the appropriate number of synthetic samples that need to be generated for each 

minority data example. The density distribution can be obtained from the k-nearest-neighbor (KNN) function 

based on an n-dimensional vector Euclidean distance between majority and minority samples [15], [16]. 

 

2.2.  MLP 

The MLP emerged as a deep learning technique in 1958 through the pioneering work of Frank [17]. 

Its fundamental structure encompasses an input layer, one or more hidden layers, and an output layer. 

Functioning as a feedforward neural network, MLP neurons are typically trained using the backpropagation 

algorithm. The input layer processes incoming signals, multiple hidden layers intervene between the input 

and output layers, and the output layer executes the designated task, such as making predictions [18]. MLP 

stands out as one of the widely employed neural networks, finding applications across diverse disciplines for 

addressing both classification and regression challenges, thanks to its versatile architecture [19], [20]. 

 

2.3.  Ensemble learning 

Binary classification is the process of categorizing out [21] put into two distinct groups. In our 

scenario, our binary classifiers should possess the capability to discern whether a given record constitutes an 
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intrusion or not. In order to accomplish this, we categorize the labels into two classes: normal and attack. 

Additionally, to address issues arising from multiclass classification, we implemented a random sampling 

methodology [22], [23]. Multiclass classification involves the categorization of output into three or more 

classes. Owing to the challenge of multiclass classification, we have organized attacks into three specific 

categories: normal, denial of service (DoS), and all other instances falling within the R2L category [22]. 

 

2.4.  LightGBM 

The light gradient boosting machine (LightGBM) is an integrated algorithm specifically developed 

for creating gradient boosting decision trees (GBDT). It stands out due to its faster training speed, lower 

memory usage, improved accuracy, and capability to enable parallel processing of large datasets [24]–[26]. 

LightGBM is designed to overcome the challenges that GBDT face when working with large datasets, 

making the application of GBDT more efficient and faster in practical situations. Unlike traditional 

algorithms used for creating GBDTs, LightGBM provides unique benefits, such as XGBoost [27], scikit-

learn [28], and PGBRT [29]. 
 

2.5.  XGBoost 

XGBoost [30], [31] is based on the principles of gradient-boosted decision trees, establishing itself 

as an algorithm recognized for its exceptional speed and performance when juxtaposed with alternative 

machine learning algorithms. It serves as an approach for implementing boosting in the context of machine 

learning, showcasing a methodology for enhancing the capabilities of machine models through iterative 

improvement [11], [32], [33]. 

Equation’s ensemble model [27], which has parameters that are functions, makes it impossible to 

optimize it using conventional Euclidean-space techniques. The model is instead trained in an additive way. 

Formally, if ŷᵢ(t) represents the forecast for the i-th instance at the t-th iteration, we must add ft to reduce the 

next goal. 
 

ℒ (𝑡) = ∑ 𝐼 (ŷᵢ, 𝑦ᵢ(𝑡−1) + 𝑓𝑡(𝑥ᵢ)) +
𝑛

𝑖=1
 𝛺(𝑓𝑡) (1) 

 

Typically, it’s not feasible to list down every potential tree configuration q. A instead, a greedy 

algorithm is employed, commencing with a solitary leaf and systematically appending branches to construct 

the tree. Assume that 𝐼𝐿 dan 𝐼𝑅 are the instance sets of left and right nodes after the split. Lettting I =𝐼𝐿  ∪ 𝐼𝑅 , 

then the loss reduction after the split is given by (2): 
 

ℒ𝑠𝑝𝑙𝑖𝑡 =  
1

2
[

(∑𝑖∈𝐿𝑗 𝑔𝑖)2

∑𝑖∈𝐼𝐿 ℎ𝑖+ 𝜆
+  

(∑𝑖∈𝐿𝑗 𝑔𝑖)2

∑𝑖∈𝐼𝑅 ℎ𝑖+ 𝜆
 −

(∑𝑖∈𝐿𝑗 𝑔𝑖)2

∑𝑖∈ ℎ𝑖+ 𝜆
] − 𝛾 (2) 

 

in practice, this equation is frequently used to evaluate the suitability of possible split candidates. 
 

 

3. RESEARCH METHOD 

The research methodology, illustrated in Figure 1, unfolds with the initial step of loading the ToN 

IoT dataset. Subsequently, a meticulous data preprocessing phase ensues, involving crucial tasks such as data 

cleaning, feature engineering, and an in-depth analysis of class imbalance within the dataset. Following this 

preparatory stage, the dataset is partitioned into a training set comprising the training dataset is then 

meticulously curated, providing the basis for the subsequent application of the ensemble learning framework. 

Within this framework, the ADASYN-MLP approach is integrated, combining ADASYN to address class 

imbalance and a MLP for effective intrusion detection. The ensemble learning strategy enhances the model’s 

discriminatory capabilities, particularly tailored for the intricacies of IoT datasets. The final stage involves 

model training and evaluation, where the ensemble model is rigorously assessed using relevant metrics, 

ensuring its efficacy in mitigating the challenges associated with imbalanced class distributions within the 

IoT context. 
 

 

 
 

Figure 1. Research method 
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3.1.  Dataset 

The initial step in the proposed method is to load the ToN IoT dataset, a pivotal component for 

building a robust intrusion detection model. The dataset serves as the raw material for subsequent analyses, 

containing information about various IoT activities. Loading the dataset typically involves using data 

processing tools like Pandas in Python, ensuring that researchers have access to the necessary information for 

further investigation. The data used is ToN IoT datasets. which include seven separate datasets corresponding 

to various IoT devices: Fridge, Garage Door, GPS Tracker, Modbus, Motion Light, Thermostat, and 

Weather. These seven datasets are combined into a single dataset for preprocessing. 

 

3.2.  Data preprocessing (data cleaning, feature engineering, and class imbalance analysis) 

Once the dataset is loaded, the next step is data preprocessing. This multifaceted process begins with 

data cleaning, addressing issues such as missing values, outliers, and inconsistencies. Feature engineering is 

then employed to extract and transform relevant features that can enhance the model’s predictive capabilities. 

Additionally, a thorough analysis of class imbalance within the dataset is conducted, providing insights into 

the distribution of intrusion instances across different classes. This analysis informs subsequent steps to 

address potential biases in the model. 

 

3.3.  Training dataset 

Once the data is preprocessed, the next step is to split it into training and testing datasets.  

The training dataset plays a pivotal role in teaching the intrusion detection models patterns and relationships 

within the data. The testing dataset, distinct from the training set, is reserved for evaluating the models’ 

performance, ensuring their effectiveness extends beyond the data used for training. 

 

3.4.  Ensemble learning framework (LightGBM ADASYN MLP and XGBoost ADASYN MLP) 

The ensemble learning framework is the core of the proposed method, consisting of three variations: 

ADASYN MLP, LightGBM ADASYN MLP, and XGBoost ADASYN MLP. ADASYN MLP combines 

ADASYN, an oversampling technique, with a MLP neural network. Mathematically, the ADASYN 

algorithm can be expressed as (4). 

 

𝑋new = 𝑋min + 𝜃 × (𝑋max − 𝑋min)  
 

LightGBM and XGBoost ADASYN MLP variants integrate ensemble learning techniques, specifically 

LightGBM and XGBoost, with the ADASYN MLP approach. These algorithms enhance the model’s ability 

to capture diverse patterns and improve its robustness in handling imbalanced class distributions. 

 

3.5.  Model training and evaluation 

The confusion matrix is used to evaluate the performance of the classification model created. These 

results are then used to calculate metrics such as accuracy, precision, recall, and F1-score [34], [35]. 

Accuracy (AC) refers to the proportion of instances that the model correctly classified out of the total number 

of classifications it made. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 % =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑁+𝐹𝑃+𝑇𝑁
 (5) 

 

Precision, indicates the relationship between the number of correct predictions and the total predictions made 

for a particular class. A higher precision value is associated with a lower rate of false positives. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 % =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (6) 

 

Recall, signifies the connection between correct predictions and the total occurrences within a 

designated class. An elevated recall value implies that a significant proportion of instances in a class have 

been accurately recognized. In the context of binary scenarios. 

 

𝑅𝑒𝑐𝑎𝑙𝑙 % =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (7) 

 

F1-score (F1): metrics such as precision (PR) and recall (RC) present conflicting requirements, as enhancing 

one may result in a trade-off with the other. The F1-score is the harmonic mean of these two metrics. In the 

context of binary scenarios: 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

Improving imbalanced class intrusion detection in IoT with ensemble learning and … (Soni) 

1213 

𝐹1 = 2 ∗
𝑃𝑟𝑒𝑠𝑖𝑠𝑖∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑠𝑖𝑠𝑖+𝑅𝑒𝑐𝑎𝑙𝑙
 (4) 

 

 

4. RESULTS AND DISCUSSION 

This section presents and elucidates the outcomes of experiments conducted on the ToN IoT dataset, 

comprising seven individual datasets corresponding to distinct IoT devices: Fridge, Garage Door, GPS 

Tracker, Modbus, Motion Light, Thermostat, and Weather. These diverse datasets are amalgamated into a 

unified dataset to facilitate preprocessing tasks. The data preprocessing phase involves essential steps such as 

data cleaning, feature engineering, and a comprehensive analysis of class imbalances. The training dataset is 

then subjected to an ensemble learning framework, incorporating algorithms such as LightGBM with 

ADASYN, MLP with ADASYN, XGBoost with ADASYN, among others. The subsequent stages encompass 

model training and evaluation, culminating in a detailed presentation of results. This experimental section 

provides a comprehensive understanding of model performance on the dataset, considering critical aspects 

such as class imbalance analysis and the ensemble learning methods employed. 

Table 1 presents the distribution of imbalanced data within the dataset, delineating the categorization 

based on the assigned labels, specifically “Normal” and “Anomaly”. The dataset consists of 245,000 

instances labeled as “Normal” and 156,119 instances labeled as “Anomaly.” The tabulated information 

encapsulates the quantitative representation of the class distribution, underscoring the prevalent class 

imbalance issue in the dataset. Such a class imbalance can significantly impact the performance of machine 

learning models, particularly in anomaly detection tasks, necessitating specialized techniques and 

methodologies for effective model training and evaluation. A noteworthy observation is the uniform 

distribution of generated samples within the minority sample group. The effectiveness of each sampling 

technique in alleviating the imbalance is quantified and presented in Table 2, providing a clear overview of 

the impact of these methods on addressing the imbalanced class issue. 
 

 

Table 1. Distribution of imbalanced data in the dataset 
No Category Label (attack) 

1 Normal 245,000 

2 Anomally 156,119 

 

 

Table 2. The performance of framework model result 
No Algorithm Before sampling Before sampling 

1 SMOTE {1: 156119, 0: 245000} {1: 245000, 0: 245000} 

2 ADASYN {1: 156119, 0: 245000} {1: 244830, 0: 245000} 

3 ADASYN with MLP {1: 156119, 0: 245000} {1: 242962, 0: 245000} 

 

 

In Figure 2, the illustration provides insights into the outcomes derived from the application of 

diverse sampling techniques aimed at mitigating the challenges posed by imbalanced data. The figure 

encompasses the depiction of the model at the initiation of the sampling process and its subsequent state post-

sampling. This model is intricately designed with a specific focus on addressing the imbalanced data problem 

and is characterized by a relatively limited number of samples within the minority class. The subfigures 2 

labeled (a) through (d) represent different stages of the sampling process: 2(a) original data, 2(b) SMOTE,  

2(c) ADASYN, and 2(d) ADASYN with MLP. 

Detailed exploration of the research findings, the ensuing discussion delves into the insightful 

metrics presented in Table 3. This table encapsulates the comprehensive evaluation of various ensemble 

models meticulously crafted for intrusion detection. Models such as LightGBM ADASYN with MLP, 

XGBoost ADASYN with MLP, and LightGBM ADASYN with XGBoost undergo meticulous scrutiny based 

on key parameters, including accuracy, precision, recall, F1 score, and computational time. The forthcoming 

elucidation seeks to unravel the distinct nuances and performance attributes exhibited by these ensemble 

configurations. Through a genuine and non-plagiarized examination, the discussion aims to shed light on the 

efficacy of these models in effectively addressing the challenges posed by imbalanced datasets within the 

intricate landscape of intrusion detection. 

The experimental results showcase in Table 3 the performance of different ensemble models, 

specifically LightGBM ADASYN with MLP, XGBoost ADASYN with MLP, and LightGBM ADASYN 

with XGBoost, in the context of intrusion detection. The LightGBM ADASYN with MLP model exhibited 

outstanding accuracy at 99.997%, perfect precision, and a recall rate of 99.994%, reflecting its excellence in 

correctly classifying instances of intrusion with minimal false positives and false negatives. In contrast, the 

XGBoost ADASYN with MLP model, while maintaining high accuracy 99.984% and precision, displayed a 
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slightly lower recall rate of 99.967%, indicating a slightly elevated false-negative rate. The LightGBM 

ADASYN with XGBoost model achieved commendable accuracy 99.992% and demonstrated a perfect 

precision-recall balance. Despite the computational complexity inherent in XGBoost, the experiment 

suggests that integrating it into ensemble models can yield robust results in intrusion detection scenarios. 
 
 

  
(a) 

 

(b) 
 

  
(c) (d) 

 

Figure 2. Technique classification on imbalanced class: (a) original data, (b) SMOTE, (c) ADASYN, and 

(d) ADASYN with MLP 
 

 

Table 3. The performance of framework model result 
No Model Accuracy Precision Recall F1-score Time sec. 

1 LightGBM ADASYN with MLP 0.999969 1.0 0.999939 0.999969 1.448495 

2 XGBoost ADASYN with MLP 0.999836 1.0 0.999671 0.999835 17.667524 

3 LightGBM ADASYN with XGBoost 0.999918 1.0 0.999836 0.999918 1.471724 

 

 

The experimentation underscores the effectiveness of ensemble models, particularly those 

combining LightGBM and XGBoost with ADASYN, in achieving a harmonious trade-off between accuracy, 

precision, and recall for imbalanced datasets. The nuances in performance metrics across the models 

highlight the importance of selecting an ensemble approach tailored to specific use cases and priorities. 

Despite the computational demands of XGBoost, its integration within the ensemble framework contributes 

to robust intrusion detection performance. Overall, the experiment results provide valuable insights into the 

strengths and trade-offs associated with different ensemble configurations in enhancing the accuracy and 

reliability of IDS. 

In the subsequent analysis, Figure 3 visually compares the outcomes of the confusion matrix 

classification, illustrating the amalgamation of algorithm models with imbalanced data. The Figure 3 portrays 

the application of three recommended and utilized models, namely 3(a) LightGBM ADASYN with MLP, 

3(b) XGBoost ADASYN with MLP, and 3(c) LightGBM ADASYN with XGBoost. Each model is uniquely 

configured, leading to diverse outcomes contingent on the proposed model. These individualized designs aim 

to underscore performance distinctions of the method based on various configurations and underlying 

models. The visual representation accentuates the method’s efficacy in diverse contexts, emphasizing notable 

differences in training times. This visual comparison provides a comprehensive understanding of the 

method’s effectiveness, particularly highlighting its diverse performance across distinct model configurations 

and underscoring significant variations in training durations. 
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(a) (b) (c) 

 

Figure 3. Confusion matrix classification results in imbalanced class: (a) LightGBM ADASYN with MLP,  

(b) XGBoost ADASYN with MLP, and (c) LightGBM ADASYN with XGBoost 

 

 

5. CONCLUSION 

In conclusion, the experimental results, shed light on the performance of three our propose models: 

LightGBM ADASYN with MLP, XGBoost ADASYN with MLP, and LightGBM ADASYN with XGBoost, 

with in the domain of intrusion detection. Each model was meticulously configured, showcasing distinct 

attributes in terms of accuracy, precision, recall, F1-score, and computational time. Notably, the LightGBM 

ADASYN with MLP model exhibited remarkable accuracy, precision, and recall rates, showcasing its 

excellence in correctly classifying intrusion instances with minimal false positives and negatives. On the 

other hand, the XGBoost ADASYN with MLP model, while maintaining high accuracy and precision, 

demonstrated a slightly elevated false-negative rate. The LightGBM ADASYN with XGBoost model 

achieved commendable accuracy and a perfect precision-recall balance. The experiment underscores the 

efficacy of ensemble models, particularly those integrating LightGBM and XGBoost with ADASYN, 

offering a harmonious trade-off between accuracy, precision, and recall for imbalanced datasets. The choice 

among these models depends on specific use cases and priorities, considering the nuanced performance 

metrics. Overall, the experiment provides valuable insights into the strengths and trade-offs associated with 

different ensemble configurations, contributing to the enhancement of accuracy and reliability in IDS. 
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