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Research exploring the efficacy of robots in autism therapy has
predominantly relied on the Wizard-of-Oz method, where robots execute
predetermined behaviours. However, this approach is constrained by its
heavy reliance on human intervention. To address this limitation, we
introduce a novel deep-fuzzy personalization framework for social robots to
enhance adaptability in interactions with autistic children. This framework
incorporates a deep learning model called singleshot emotion detector (SED)
with a mean average precision of 93% and a fuzzy-based engagement
prediction engine, utilizing factors such as scores, 1Q levels, and task
complexity to estimate the engagement of autistic children during robot
interactions. Implemented on the humanoid robot RoCA, our study assesses
the impact of this personalization approach on learning outcomes in
interactions with Ghanaian autistic children. Statistical analysis, specifically
Mann Whitney tests (U=3.0, P=0.012), demonstrates the significant
improvement in learning gains associated with RoCA's adoption of the deep-
fuzzy approach.
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1. INTRODUCTION

Robots can perform repetitive tasks and can be programmed to behave in predictable ways under
consistent conditions consistently. This makes them potentially suitable companions for autistic children who
struggle with adapting to sudden changes in their surroundings [1]—[3]. In autism therapy, robots can assume
various roles including but not limited to: serving as therapeutic aids, companions during play, facilitators of
social interactions, and model social agent [4]. Research by [3], [5], and many other single-day and
longitudinal research indicates that children diagnosed with autism spectrum disorder (ASD) exhibit a
preference for socially assistive robots (SARs). While both short-term and longitudinal studies highlight the
potential of robots as beneficial tools in autism therapy, there remains a gap in leveraging social robots within
classroom settings to support the academic development of children with autism. Huijnen et al. [6] indicate
that the use of social robots in autism education within classroom settings has not yet been extensively
evaluated. Consequently, there is a pressing need for research to investigate how these robots can effectively
facilitate the development of social, academic, imitation, and joint attention skills in children with autism.
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Thill et al. [7] research in robot-assisted autism therapy should prioritize exploring methods to alleviate the
workload on therapists. This can be achieved by enhancing social robots with supervised autonomy, enabling
them to operate more independently while still under human oversight.

There is a demand for advanced robotic models that are not tied to specific platforms and have the
ability to deduce the internal states of children in order to respond appropriately [7]. In light of recent
technological advancements like machine learning (ML), there is a timely opportunity to explore how social
robots can perceive data from their interaction environment, analyze it, and adjust their behavior to foster a
supportive learning atmosphere that sustains children's interest. Lately, attention has shifted towards
employing ML for diagnosing and intervening in autism, with most of the works concentrating on ML
methodologies for autism diagnosis [8]. Crippa et al. [9] developed a supervised machine learning (SML)
algorithm that categorizes children with low-functioning autism based on upper limb motion. Other proposed
SML algorithms for predicting autism rely on cortical thickness in specific brain regions [10],
multiparametric magnetic resonance imaging data [11], and abnormalities in face processing [12].

During robot-assisted therapy sessions for autistic children, researchers can utilize ML techniques to
analyze and predict the emotional states and behaviors of children to guide social robots in providing tailored
interventions to address the unique needs of each child. To address the demands for speed, responsiveness,
and energy efficiency in implementing ML for human-robot interactions, there is a necessity to explore deep
learning, a novel branch of ML that utilizes artificial neural networks, as traditional ML methods have
limitations. Presently, enhancing autonomy in interactions between autistic children and robots poses a
notable challenge. Given the unpredictability of autistic children, expecting social robots to possess precise
knowledge of the interaction context is impractical. Fuzzy logic, renowned for its capability to manage
imprecision and uncertainty, could offer a promising solution [13] and be appropriate for controlling the
behaviour of social robots in autism therapy. ML and fuzzy computational models, leveraging multimodal
data including emotional states, personality traits, social circumstances, and physiological condition, could be
formulated to estimate the emotional state and levels of engagement of autistic children during live
interactions with social robots.

This paper presents a novel deep fuzzy framework tailored for personalized robot-assisted learning
in interactions involving autistic children and robots. Consisting of two core elements, this framework
leverages state-of-the-art technology to enrich the quality of these interactions. The initial component, termed
the singleshot emotion detector (SED), employs advanced deep learning methods to analyze the emotions
expressed by autistic children via real-time video captured by a robot's camera. The second component is a
fuzzy-based engagement estimation system, capable of integrating diverse input factors such as scores, 1Q
levels, and task complexities to evaluate the engagement levels of autistic children during their interactions
with social robots. The framework's implementation was executed on the humanoid robot RoCA, followed
by empirical investigations aimed at assessing the influence of the personalized approach facilitated by the
deep fuzzy framework on learning outcomes within interactions between autistic children and robots.

Affect recognition in human-robot interaction (HRI): Affect refers to the physiological aspect of a
person's emotions. Automatically detecting and categorizing human affect ensures a more natural and bi-
directional communication, enhancing human-computer interaction. In the realm of special needs education,
particularly for children with autism who may struggle with verbal communication, researchers can employ
robots as therapy partners to perceive nonverbal cues from a child and anticipate their emotional state to
adjust interventions as needed. Facial expressions are crucial in social interactions and can provide insights
into a person's emotions or intentions. The automatic recognition of facial emotions (FER) in dynamic
environments, such as human-robot interactions, presents a challenging task in computer vision. Detecting
emotions automatically is complex due to computational demands, technological limitations, and the need for
real-time processing of emotional states. Similar to human behavior, social robots must integrate
multisensory data from their surroundings and interpret them to deduce emotional states and levels of
engagement. They then adapt their behavior accordingly. Many FER systems proposed for robots in human-
robot interaction have relied on conventional methods of feature extraction and ML.

In a study by Giorgan and Ploeger [14], gabor features were extracted from facial images, and two
ML algorithms, support vector machines (SVM) and Adaboost, were used to create an emotion classification
system for domestic robots. In Alonso-Martin et al. [15], openCV was used for facial detection, while two
external software systems, SHORE and CERT, were employed for a facial emotion recognition (FER) system
integrated into the robot Maggie. Cid et al. [16] used gabor filters for feature extraction, and a dynamic
Bayesian network served as the classifier in enabling the robot Muecas to identify people's emotions. Leo et
al. [17] developed a FER system based on the histogram of oriented gradients (HOG) descriptor, and SVM
were implemented on the Robokind™ R25 robot. Liu et al. [18] designed a FER system using 2D gabor
filters, local binary patterns (LBP), and an extreme learning classifier for implementation on the Nao robot.

However, these conventional approaches rely on shallow learning or manually crafted features like
LBP, scale invariant feature transform (SIFT), HOG, and non-negative matrix factorization. These
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approaches require extensive computational resources, making them impractical for real-time human-robot
interaction scenarios.Conventional ML algorithms like SVMs have effectively predicted emotions for images
obtained in controlled laboratory settings but demonstrate limited applicability to spontaneous images
captured in natural environments [19]. In complex environments where various noise sources are prevalent,
emotion recognition is addressed through deep neural networks. Numerous FER systems based on deep
learning adopt an image classification approach. For instance, in [20], faces were detected using OpenCV,
and feature extraction was conducted utilizing a deep convolutional neural network (CNN) on the CK+ and
JAFFE datasets for emotion classification. Yu and Zhang [21] observed facial expressions and categorized
emotions through an ensemble of face detectors and classifiers. In human-robot interaction, robots can
enhance decision-making by understanding the types of objects present in the environment and their precise
positions. Thus, it is opportune to investigate ML models based on object detection for human-robot
interaction. Object detection refers to a computer vision technique wherein objects (such as cats, dogs, human
faces, books) are identified in digital images and video sequences, localized with bounding boxes, and
subsequently classified [22].

Object recognition represents an extended form of image -classification. Whereas image
classification typically assigns an image to a single class, with or without localization, object detection
algorithms identify multiple objects, localize them using bounding boxes, and assign each object to its
predicted class. In human-robot interaction, object detection algorithms offer notable advantages as they can
swiftly detect objects' presence and precise location. In scenarios such as robot-assisted learning for autistic
children, an object detection algorithm enables a robot to recognize objects in the environment, facilitating
appropriate actions if a child approaches a potentially hazardous or unsuitable object. By employing a fast
object detection algorithm, the robot can predict the emotional states of autistic children and adapt its
behavior accordingly. Although object detection has proven to be highly effective and efficient in domains
like airplane and ship detection, environmental perception for robots, and object manipulation, its potential
for real-time emotion recognition by social robots during interactions with autistic children has yet to be fully
explored.

Personalization of autistic child-robot interactions: Each child with autism has unique strengths
and challenges, so it is essential to create individualized intervention plans that cater to their specific needs.
Robots should be able to perceive and analyze data, such as the child's emotional state and level of
engagement, during interactive sessions to allow for real-time adjustments, leading to optimize learning
outcomes. Despite the potential benefits, there has been limited research on using deep learning emotion
recognition systems to enhance robot-mediated therapy for ASD. The existing emotion recognition systems
mainly rely on traditional ML algorithms trained on datasets of typically developing individuals and audio
cues [17], [23].

The scarcity of domain-specific datasets leads to suboptimal prediction accuracies of FER systems
in human-robot interaction contexts. To tackle these issues, a has been proposed based on transfer learning on
SSDLite, an object detection algorithm. The proposed SED constitutes a deep learning-driven system tailored
for both face localization and classification of facial expressions. By combining face detection and
classification processes into a unified pipeline, this model ensures high frames per second (FPS), minimal
latency, and efficient power consumption, facilitating real-time emotion detection tasks.

To optimize learning outcomes, social robots must be capable of assessing children's engagement
levels during real-time interactions between autistic children and robots (ACRI). By measuring a child's
current emotional state and estimated level of engagement, the robot can tailor learning sessions to suit
individual needs. However, engagement estimation in ACRI settings has not received extensive attention
from researchers thus far. Existing engagement estimation models typically rely on single sensory modalities
such as facial images, head movements, and body gestures. Since ASD is complex, a combination of
multimodal data encompassing affective states, 1Q levels, learning progress, and physiological indicators
would offer a more accurate estimation of engagement levels in real-time. This paper also proposes and
evaluates the use of fuzzy logic technology a method renowned for its efficacy in uncertain and imprecise
environments in autistic child-robot interactions.

2. METHOD

In the field of autism management, social robots are used as interaction facilitators that can
customize their behavior according to the individual profiles, emotional states, and learning progress of
autistic children. These social robots can be equipped with some autonomy to perceive the emotional states
and engagement levels of autistic children during real-time interactions and adapt the learning process
accordingly. To achieve this goal, this paper proposes a personalized interactive framework that combines a
novel SED with a fuzzy inference system (FIS) to foster sustained and meaningful long-term interactions
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between autistic children and robots. We implemented and evaluated this framework by integrating the deep
learning-based SED model and the FIS system, modeled as a C# plugin, into the RoCA robot. We assessed
the impact of personalization on learning outcomes in child-robot interactions involving autistic children
through numerous experiments.

2.1. Deep learning-based singleshot emotion detector

Emotion recognition systems do not perform well in multicultural settings since emotions can vary
across cultures [24] or may carry different meanings across different cultural contexts [25]. Existing FER
systems, which are not trained on facial expressions specific to children with autism, will likely
underperform in applications targeting the autism domain. This research aims to develop an FER system for
the humanoid robot RoCA, intended for use in robot-mediated therapy for Ghanaian children on the autism
spectrum. To achieve this, two datasets were collected: the GHANED dataset, comprising images of
Ghanaians displaying six emotional classes (happy, sad, angry, fearful, neutral, and surprised), and the
Autistic Children's Dataset (ACD), consisting of facial expressions captured during some preliminary
experiments and longitudinal studies involving autistic children. Object detection systems such as faster
region-based convolutional neural networks (Faster-RCNN) and You-Only-Look-Once (YOLO) are
computationally demanding [26]. As a result, they might operate slowly for real-time interactions between
autistic children and robots. In contrast, the Single Shot MultiBox Detector stands out for its rapid processing
and precise results [26].

The proposed emotion prediction model utilizes transfer learning on SSDL.ite, a streamlined version
of SSD designed for mobile applications [27]. Transfer learning was employed to accelerate the training
process, leveraging pre-trained weights from the SSDLite model. These pre-trained weights encapsulate
salient object features, thus reducing the time and data required to achieve the desired accuracy level. Given
that the initial layers of most CNNs extract low-level features relevant to various tasks, freezing all layers
except the final one of the SSDLite model was deemed appropriate. Subsequently, the last layer underwent
retraining using custom datasets. This approach encompassed a two-stage fine-tuning process. Initially, the
model was trained on the GHANED dataset, comprising 532 images depicting Ghanaians displaying both
"acted" and "in the wild" emotions. This was followed by training on the ACD dataset, consisting of 287
facial expressions of autistic children gathered from previous preliminary and longitudinal experiments
involving the children and a robot. The training images were annotated in pascal visual object classes (VOC)
format. In the Pascal VOC, the annotation consists of the training folder name, file name, path to the file,
bounding box coordinates and size of the image (width, height and depth) compiled in an XML file.The
trained model achieved high accuracy by employing supervised fine-tuning on facial expression datasets of
selected people before training on smaller autistic childrens’ datasets. Evaluation of the proposed model was
conducted using the mean average precision (mMAP) metric, a standard measure for evaluating object
detection algorithms. mAP score, derived from precision and recall, is calculated by averaging the
interpolated average precisions across all classes. The SED model attained an impressive mAP of 93%.
Following training, the trained SED was configured as a plugin using Visual Studio 2017 and seamlessly
integrated into the custom software interface control of the RoCA robot. The process of training the deep
learning-based emotion recognition model is illustrated in Figure 1. Table 1 presents an overview of the
GHANED and ACD datatsets.

2.2. Fuzzy-based engagement estimation system

The second component of the proposed framework, the fuzzy logic reasoning model, is an artificial
intelligence-powered algorithm that empowers the robot to reason and respond appropriately to the individual
needs of each child. Fuzzy logic provides a robust methodology for handling uncertainties and deriving
conclusions based on imprecise, ambiguous, or noisy data. This reasoning model consists of three crisp
inputs, or linguistic variables: a child's score at a specific point in the learning session, the difficulty level of
the task, and the child's 1Q level. The output variable is the engagement level of the child. During the
fuzzification stage, fuzzy sets were created for both the input and output variables. Figure 2 presents
triangular membership functions were employed for fuzzification, as they are easily transferable to
microcontrollers, despite the availability of other fuzzifiers like trapezoidal, singleton, and Gaussian.

The child's score was fuzzified into three membership functions using linguistic terms: high,
average, and low. Task difficulty was fuzzified into easy, medium, and hard membership functions, while the
child's 1Q level was given membership functions of low, medium, and high. The engagement level of the
child was fuzzified into three membership functions: highly engaged (HE), engaged (E), and not engaged
(NE). Fuzzy rules were devised based on consultations with domain experts specializing in the care of
children with autism.

The Mamdani inference approach was employed to map the three input variables (IQ, score, and
task difficulty) to the output variable (engagement) using IF ... THEN rules. For instance, if the score is low,
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the 1Q is low, and the task difficulty is easy, THEN the child is deemed "not engaged.” The output from the
rule evaluation is always a fuzzy set. In the defuzzification step, the fuzzy output is converted into a crisp
value for utilization by the robot. Defuzzification techniques such as the center of gravity, the center of sums,
and the max criterion were considered, with the center of gravity chosen due to its computational efficiency
and widespread usage compared to other approaches.

GHANED datasset

Ac‘tcd and in the Data Preprocessing
wild emotional Splitting data

expressions of

-~ . 1 > 1 =
some Ghanaians Labelling images

according to classes Training sets

ACD Converting data into Test sets

Pascal VOC format

Autistic childrens’
dataset

Two stage model
training (transfer
learning) on

SingleShot Emotion Training the model SSDlite
Detection System

1st: GHANED
dataset
2nd: ACD dataset

Figure 1. Development process of the proposed deep-learning based SED

Table 1. Overview of the GHANED and ACD datasets

Number of labels
Dataset Happy Sad Fear Surprise  Neutral ~ Anger Total

GHANED 92 87 88 90 89 86 532
ACD 50 47 43 49 50 48 287
Total 819

1
a m b

Figure 2. Triangular membership

2.3. The deep-fuzzy personalization framework

The proposed personalized interactive framework, as depicted in Figure 3, comprises the SED and
the fuzzy-based engagement estimation system. This framework can be applied to social robots to facilitate
human-robot interaction and promote sustained and meaningful long-term sessions between autistic children
and robots. It has been implemented and tested on the humanoid robot RoCA, operating according to the
procedure outlined in this section. The robot's onboard camera device is activated to stream live videos
during interactions with autistic children. Additionally, an HTTP Server is initiated within Ez-Builder, an
Integrated Development Environment utilized for programming RoCA. This HTTP Server enables external
applications to access the robot's camera via a Uniform Resource Locator (URL), which is configured within
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the deep learning-based SED program written in Python. OpenCV captures live image streams from the
robot's camera during the child-robot interaction sessions, which are then inputted into the SED model. The
SED model conducts a singleshot object localization and classification of facial expressions in the received
images, with the inferred emotional classes of the localized faces being logged into a file. The robot
continues to capture live feeds during the interaction session, sends them to the SED model for predictions,
and logs the results into a file.

Robot Hardware External Computer for information processing

child-robot interaction Front end (Gui activity selection)

Academic lessons —————
Speech recognition

. R Face recognition
wireless communication &

Motion control

Singleshot emotion detector

ends 1ive video
Oﬂb(;):‘:d;’:g;; model 10 detect
0

Camera — |

Child epiids’s affective state Deep fuzzy
Motors activity suggestion
Sensors engine
Speakers
P Backend Database
Learner profile —| Fuzzy inference
system for
Activities adaptive robot
assisted
Learning progress [ learning

Figure 3. The proposed deep fuzzy personalization framework

At a predetermined time point, denoted as t (e.g., halfway through the lesson), the robot executes the
fuzzy logic controller to estimate the child's engagement level. The fuzzy logic controller utilizes information
such as the child's name, 1Q level, task difficulty, and score to estimate the engagement level (HE, E, or NE).
The inference engine of the fuzzy controller consists of 27 rules for estimating engagement, which were
developed collaboratively with caregivers of children with autism. The output from the fuzzy inference
system, along with the highest aggregated emotional class, is then processed by the deep fuzzy activity
selection engine. This engine suggests to the teacher the appropriate action to take if the child's predicted
engagement is low or average (for instance, changing the lesson or taking a break).

2.4. Evaluation of the deep fuzzy robot behaviour adaptation framework

An empirical investigation was conducted utilizing two distinct configurations of the RoCA robot:
the RSEDFuzzy setup, wherein the robot, equipped with the SED model and fuzzy inference engine, operated
semi-autonomously, and the RWOZ setup, where the robot was manually operated. In the RSEDFuzzy setup,
the robot extensively employed the deep fuzzy personalization framework, leveraging the highest predicted
emotional state, score, and task difficulty to deliver customized lessons to children. For instance, if the
emotional states detected by the SED model indicate that a child's predominant emotional state during the
learning session is sadness, with a low score but an easy task difficulty level, the robot intervenes by playing
music or altering the lesson to re-engage the child. Conversely, when operated in RWOZ mode, the robot
disregarded all factors and proceeded to deliver lessons until the sessions concluded. The empirical study
aimed to evaluate the impact of RSEDFuzzy-based personalization on learning outcomes in autistic children
compared to a randomly operated robot (RWOZ). The research question posed was: Would the task scores of
children with ASD be higher in "fruit learning lessons" conducted with an RSEDFuzzy-based personalized
robot compared to a Wizard of Oz-operated robot? The independent variables were RSEDFuzzy and RWOZ,
while the dependent variable was the task scores.

Twelve participants (11 males and one female) between the ages of eleven and twenty-six,
diagnosed with ASD and attending the garden city special school in Kumasi, Ghana, were recruited for the
study. A randomized controlled research design was employed, with six participants randomly assigned to
the RSEDFuzzy group and the remaining six to the RWOZ group. The mean age in the RSEDFuzzy group
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was 18.0, with a standard deviation of 5.4, while in the RWOZ group, the mean age was 16.7, with a standard
deviation of 5.5. A Mann-Whitney U test was conducted to assess the significance of the age difference
between the RSEDFuzzy and RWOZ groups. The results, U=16 and P=0.747, indicated no significant
difference in the ages of children between the two groups.

2.4.1. Experimental setup

The experiments were conducted at the computer laboratory of the garden city special school in
Ghana, utilizing the humanoid robot RoCA. Informed consent was obtained from the school. Each child
participated in nine interaction sessions with the robot, totaling 108 sessions. The study protocol involved
two pretest sessions (identical for both groups), followed by five training sessions and two immediate post-
tests. Throughout the experiment, a teacher accompanied the children to the experimental room. The robot
provided positive reinforcement by saying "good job" and offered verbal prompts as needed. A tablet was
affixed to RoCA to display video recordings of selected fruits, while two tables were positioned beside
RoCA, one with a banana and the other with an apple. The initial two sessions served as pretest lessons to
assess the children's ability to identify two fruits, an apple and a banana. Before each session, the operator
entered the child's name into a textbox on the robot control system, which was used to retrieve the child's
information from a database, including 1Q level and task difficulty. ROCA introduced itself to the child by
saying, "Hello + “child's name”, my name is RoCA.

Today, we will study fruits. “Child's name”, please take the apple from the table." If the child
selected the correct fruit, they were awarded a score, and the robot instructed them to give the fruit to their
teacher. The same process was repeated for the other fruit, in this case, the banana. Following each question,
the robot awaited confirmation by the operator (by clicking the "reward" button in the software interface) if
the task was performed correctly. If the "good job" button was not clicked within ten seconds, the robot
repeated the instruction and waited for confirmation or issued a final prompt after an additional fifteen
seconds before proceeding to the next question. After the question and answer session, the robot concluded
the session by playing music and dancing, signaling the end of the session to the child.

From sessions 3 to 7, RoOCA employed video modeling techniques and interactive sessions to
instruct the children on identifying and consuming apples and bananas. To prevent sensory overload,
common in autistic children, the lessons focused solely on these two fruits. Each session commenced with
RoCA addressing the child by name and announcing the lesson's topic, for example, "Hello + “child's name”,
today we will learn about fruits." A picture of the designated fruit, such as an apple, appeared on the tablet
attached to the robot. ROCA vocalized the name of the fruit, followed by a brief video displaying the fruit on
the tablet. ROCA then gestured and turned its head toward the specific fruit on the nearby table while
reiterating its name. The child was prompted to retrieve the designated fruit, with rewards or additional
verbal cues provided as needed. This process was repeated for the other fruit. Finally, RoCA concluded the
interaction session with a song. In the RWOZ group, the robot functioned in a non-adaptive mode, delivering
standardized learning sessions without considering the child's emotional state, learning progress, or task
difficulty level. Conversely, in the RSEDFuzzy group, RoCA acted as an adaptive agent, tailoring learning
sessions based on inputs received by the deep-learning model and fuzzy-based engagement prediction engine.
These inputs included the child's predominant emotional state, learning progress, 1Q, and task difficulty. The
last two sessions served as post-tests to evaluate the children's knowledge following the teaching sessions.
The script delivered by RoCA in these sessions mirrored that of sessions 1 and 2. In both the pretest and post-
test sessions, each correct task completion by the child was scored 5.

2.4.2. Data analysis

To assess the impact of personalization on learning outcomes, the children's baseline knowledge of
fruits was measured during the pretest phase, and their knowledge acquisition following the learning sessions
was gauged through post-tests. Each correct task completion during both pretest and post-test sessions earned
a score of 5. A Mann-Whitney test was employed to determine any significant differences between the
pretest scores of both groups, as well as to examine differences in post-test scores. The utilization of the
Mann-Whitney test was due to its non-parametric nature and suitability for small sample sizes and test
scores, ensuring robust analysis despite limited data.

3. RESULTS AND DISCUSSION

Table 2 illustrates the pretest and post-test scores of children in the two groups. The aggregated
pretest scores for both groups differ by 20. A Mann-Whitney test conducted on the pretest scores indicates no
notable distinction between the two groups, with U=13.0 and P=0.37. Conversely, the aggregated post-test
scores differ by 55 (Table 1). A Mann-Whitney test performed on the post-test scores reveals a significant
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difference between the two groups, with U=3.0 and P=0.012. These findings indicate that children who
received personalized lessons from RoCA, employing the RSEDFuzzy system, demonstrated superior
performance in the post-tests, thus affirming the favorable impact of personalization through the deep-fuzzy
personalization framework.

Table 2. Pretest and post-test scores of the children in the RSEDFuzzy and RWOZ groups

Condition Subject  Pretest  Post-test
RSEDFuzzy 1 15 20
2 0 10
3 0 15
4 10 20
5 0 20
6 15 10
Aggregated RSEDFuzzy group test scores 40 95
RWOz 7 10 10
8 0 10
9 10 10
10 0 5
11 0 0
12 0 5
Aggregated RWOZ test scores 20 40

3.1. Discussion

Robot-mediated therapy for children with autism has gained significant attention in recent years,
with researchers exploring various approaches to enhance the effectiveness of interactions between robots
and autistic children. The conventional Wizard-of-Oz approach, where robots execute pre-defined behaviors,
has been the primary method used in many studies. However, this approach is inherently limited as it requires
substantial human effort and lacks adaptability in real-time interactions. In this study, we introduced a novel
deep-fuzzy personalization framework designed to address these limitations and enhance the efficacy of
robot-mediated therapy for autistic children.

The lack of significant disparity in the pretest scores between the RSEDFuzzy and RWOZ groups
suggests that all children commenced the experiment with comparable knowledge of apple and banana fruits.
Following the intervention, both groups exhibited enhanced learning gains, as evidenced by their post-test
scores. Notably, some children who initially struggled to identify fruits showed improvement, while others
with low pretest scores demonstrated enhanced performance in the post-test. These findings align with
previous research [28]—[30], indicating that autistic children may benefit from repeated lessons with robots
over time. Examination of Table 1 reveals that while both groups experienced increased learning gains, a
Mann-Whitney test revealed higher gains in the RSEDFuzzy group, which received personalized interactions
from the robot. This underscores the significance of fostering rapport and sustaining engagement in
interactions between autistic children and robots. The adoption of a deep-fuzzy personalization framework by
the robot facilitated cooperation, prolonged bi-directional communication, and heightened attention in the
RSEDFuzzy group.

Many studies in literature utilized the Nao robot, and the concentration areas for experiments were
joint attention, eye contact exercise, imitation, and communication skills. The levels of participation among
the children also varied depending on their mental and cognitive abilities. Deep learning in human-robot
interaction is gradually proving beneficial due to its ability to provide personalization. Albeit the supposed
benefits, the high cost associated with the design and development of robots and the sophisticated nature of
training deep learning algorithms makes it difficult for low-income countries to benefit. The findings from
this research are consistent with [31], who opines that supervised autonomy could help autistic child-robot
interactions. There is a need to ascertain whether the learning gains would transcend beyond the classroom
and be lifelong.

The deep-fuzzy personalization framework leverages advancements in deep learning techniques and
fuzzy logic to imbue social robots with adaptability and responsiveness during interactions with autistic
children. The deep learning-based emotion detection system, with a high mean average precision of 93%,
enables the robot to perceive and interpret the children's emotional states accurately. The fuzzy engagement
estimator enables real-time adjustments in interactions. The personalized and adaptive interventions are
tailored to the unique needs and preferences of each autistic child. The robot can facilitate more meaningful
and effective interactions by adjusting its behavior based on real-time assessments of emotional states and
engagement levels, resulting in improved therapeutic outcomes. The proposed approach reduces the need for
human intervention, making it more scalable and cost-effective in autism therapy.
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In a developing country like Ghana, where technological resources are limited, the proposed
framework, which is based on lightweight ML and fuzzy models, would be beneficial in complementing the
efforts of skilled personnel. Albeit the supposed benefits, there should be conscious efforts to address privacy
and ethical concerns associated with SARs, which could mar the advantages when left unattended. Multi-
purpose activities need to be researched and designed for children based on their levels on the autism
spectrum [32]. Future research should investigate whether autistic children could show aggressive behaviors
toward robots long-term [33]. This study corroborates research by [34] and [35], which indicate that ML
applications can be utilized in the design of interventions for autistic children.

4.  CONCLUSION

This paper introduces a framework for personalizing robot behavior intended for use in interactions
between autistic children and robots. This framework integrates a novel SED and a fuzzy-based engagement
estimation system, implemented in Python and C#, respectively. Evaluation of the framework was carried out
on the humanoid robot RoCA through multiple interaction sessions with autistic children, revealing that
personalized lessons led to accelerated learning. The data generated from this research can facilitate further
exploration of suitable robot-mediated interventions for autistic children in environments with limited
resources.

While our study demonstrates promising results, several limitations and areas for future research
should be acknowledged. Firstly, the sample size of our empirical studies was relatively small, necessitating
larger-scale trials to further validate the efficacy of the deep-fuzzy personalization framework. Additionally,
long-term follow-up studies are needed to assess the sustainability of the observed improvements in learning
outcomes and to explore the potential for generalization across different settings and populations of autistic
childrenAdditionally, considering the unpredictable behavior commonly observed in children on the autism
spectrum, it is suggested that future research explore the potential of ensemble ML models incorporating
facial expressions, audio cues, and body posture to predict the emotional states of these children. Moreover, it
is imperative for researchers to dedicate efforts to gathering datasets specific to autistic children, enabling the
development of ML applications tailored to meet the needs of both the children and their caregivers.
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