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ABSTRACT

The purpose of this paper is to investigate the use of logistic regression in ma-
chine learning to distinguish the types of social media advertisements. Since the
logistic regression algorithm is designed to classify data with a target variable
that has categorical results, it is the one selected. As a result, this research in-
tends to measure the efficiency of logistic regression for the classification of so-
cial media advertisements. This research centers on the social media advertise-
ments dataset and employs logistic regression for classification purposes. The
model is evaluated against performance metrics to measure the extent to which
it can categorize social media advertisements. As a result, the findings of this
study show that logistic regression is fit for classifying social media advertise-
ments. Logistic regression is important for machine learning when it comes to
classifying social media advertisements because it supports categorizing adver-
tisements according to their characteristics and precisely predicts the categorical
results.
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1. INTRODUCTION
Today, social media has risen to be one of the most powerful tools for marketing goods and services.

As millions of people engage with social media every day and a multitude of ads are published, the correct
classification of these ads is essential to improve targeting efficiency and maximize the returns on advertisers’
investments [1]. Nevertheless, the categorization of social media advertisements is often quite tricky, largely
because of the nature and wide range of advertisements. In response to this challenge, machine learning
techniques are progressively utilized to organize the content and increase the dependability of the method.
One of the usual machine-learning algorithms, logistic regression, has the potential to classify social media
advertisements [2].

Using logistic regression in machine learning to classify social media advertisements is a trustworthy
and clear method. The methods of machine learning in many different disciplines, including objective predic-
tion models, are much like logistic regression [3]. Logistic regression is being employed on social media to
investigate the link between social media use and adolescent sleep quality and physical activity [4]. A machine-
learning method called logistic regression has been put forth for display advertising to deal with the features of
this industry [5]. Logistic regression has been combined with other methods to predict customer advertisement
clicks; this proves that it can be used to estimate the click-through rates of new advertisements [6]. Logistic
regression has found use in modeling customer engagement behavior related to social media advertising, prov-

Journal homepage: http://ijeecs.iaescore.com



Indonesian J Elec Eng & Comp Sci ISSN: 2502-4752 ❒ 1955

ing its adequacy in examining the factors that affect and the outcomes of user engagement [7]. Also, logistic
regression has been applied in predicting advertising click-through rates, which illustrates the practical use of
the model in addressing advertising challenges [8]. A number of machine learning research projects have ap-
plied logistic regression to classify social media advertisements. Logistic regression is explicitly designed for
display advertising, which is quite unlike other advertising forms [9]. In the area of customer advertisement
clicks, it has been used to predict new Ads’ click-through rates and to categorize news on social media [10],
[11]. Logistic regression has been implemented to identify important papers, group scholarly content, and ex-
pose fake news in multiple disciplines [12]. The algorithm is being used to gauge sentiments found in social
media data, including sentiments about COVID-19 and face-to-face school policies on Twitter [13].

In combination with other machine learning algorithms such as decision trees, logistic regression has
attempted to address the limitations of its linear models and include non-linearity in categorical predictors for
online advertising [14]. In classification problems, it has found a use because it can represent the relationship
and correlation between variables that are either 0 or 1 [15]. Also, research has shown that logistic regression
can detect depression from social media messages, the effects of COVID-19 on people’s drinking patterns,
and the chances of someone having diabetes related to their lifestyle [16]. Logistic regression is a prevalent
and productive method in machine learning for the categorization of social media advertisements owing to its
classification skills, flexibility across multiple domains, and the ability to integrate with other algorithms to
strengthen predictive performance [17]. Currently, the social media advertising ecosystem is elaborate, com-
posed of multiple important factors that determine its success and outcomes. This literature review centers on
the principal problems of social media advertising and exposes the challenging route advertisers must navigate
to maximize outcomes.

Targeting precision: at present, social media stands as an advanced advertising platform that allows
advertisers to define their target audience accurately. Advertisers can better target specific audiences and in-
crease the chances of user engagement in promoted products or services thanks to information about age,
gender, location, interests, and other behaviors [10]. Diverse advertisements formats: different categories of
social network advertisements include image and video ads, carousel ads, sponsored posts, and stories. Every
platform provides particular ad formats, which allows advertisers a vast selection of tools to build effective
and fitting-to-the-platform content [6]. Auction dynamics: the organization of ad space on social media plat-
forms usually occurs via an auction system. To enhance ad placement, advertisers compete, and the platform
employs bid amounts, ad significance, and user engagement history to deliver the best ads to the audience
[18]. Performance metrics: the analytics from social media platforms are quite powerful and allow advertisers
to discern the performance of their campaigns. This encompasses click-through rate (CTR), conversion rate,
impressions, reach, engagement, and return on advertisements spent (ROAS), which play an important role in
decision-making [19].

Remarketing strategies: the emphasis of remarketing is on users who have interacted with a brand
or a website in any fashion. Advertisers use custom audiences, characterized by user behavior, to present
selected ads to this already engaged and interested consumer group [20]. Creative elements: the visual as well
as textual pieces of the social network advertisement, called advertisement creatives, play an important part in
capturing the audience’s attention. The argument in this paper is that strong advertisements showcase powerful
visuals, limited copy, and a direct call to action [21]. Budgeting and bidding tactics: advertisers can control
their financial commitments by setting either daily or campaign budgets and by using distinct bidding models,
which include cost per click (CPC), cost per mile (CPM), or cost per action (CPA) [22]. Adherence to policies:
in order to follow ethical guidelines and create a good user experience, advertisers need to be aware of the
differing advertisement policies across social media platforms. Observing these policies is necessary for the
success of advertisement campaigns’ goals [23].
Research contributions are given below:

- Created a logistic regression model suitable for classifying social media advertisements in detail.
- Conducted a thorough assessment of the model’s output and results and offered recommendations for its

practical application.
- To show the effectiveness and reliability of the proposed model in social media advertisement categoriza-

tion, compare the proposed model with other machine learning techniques.
- Offered information about the factors that affect the categorization of social media advertisements.
- Provided specific guidelines for improving the advertising approaches.
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Testing and optimization procedures: A/B testing is a standard approach in advertising; it helps to
refine the performance of advertisement campaigns methodically. The selection of numerous advertising cre-
atives, targeting options, and messages helps determine the leading practices that can fulfill the campaign goals
and objectives [4]. A number of the most popular social media channels for implementing social network
Advertisements are Facebook, Instagram, Twitter, LinkedIn, Pinterest, and Snapchat. Advertisers choose the
platforms they want to employ based on the demographic of the target audience and the campaign objectives
[24]. As a result, social network advertisements represent an effective way to reach and engage with the au-
dience on social media, while using data to generate pertinent advertisements. Automating the categorization
and increasing precision are now possible thanks to machine learning strategies that are solving this problem.

2. PROPOSED METHOD
Used widely in the machine learning sector, logistic regression is an algorithm that predicts categorical

outcomes; it helps us to estimate the probability of an event happening based on a range of explanatory variables
[25]. With logistic regression, can classify social media advertisements because it is effective for binary or multi
nominal target variables. Utilizing logistic regression to study the traits of social media ads can successfully
identify the category or classification for each advertisement [19]. logistic regression is capable of extreme
scalability, is easy to implement and deploy, and gives today’s best accuracy in estimating both click-through
and conversation rates for display advertising.

The flowchart for the logistic regression is shown in Figure 1. Logistic regression is a statistical
method used for binary classification problems where the outcome variable is categorical and has only two
classes (usually labeled as 0 and 1). The logistic regression model estimates the probability that a given input
belongs to a particular class [26]. The logistic function (the sigmoid function) is a critical component of
logistic regression, mapping any real-valued number to the range of (0, 1). Mathematical representation of
logistic regression classifiers can be classified into three types based on the outcomes used in the classifier [27].

Figure 1. Logistic regression proposed method
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2.1. Binomial logistic regression
Regression is used when there are only two possible outcomes, which can be 0/1, Yes/No, or True/False.

The sigmoid function is used to classify this type [28]. The problem is first converted in the form of a general-
ized linear regression model y = β0+β1x1+β2x2+ · · ·+βnxn where y is the predicted value, x1, x2, . . . , xn

are independent variables and β0, β1, . . . , βn are coefficients. Then, the odds and logit (natural log of odds) are
computed as

logit(p) = log

(
p

1− p

)

p(y = 1) =
p

1 + e−y
,which is the sigmoid function.

A threshold value is taken as a boundary between two possible outcomes. The result from the sigmoid
function is the probability of the training set [29]. A higher probability than threshold means the training set
belongs to one class, and a lower probability means the training set belongs to another.

2.2. Multinomial logistic regression
This regression type is used to classify the outcomes into three or more possible classes. This classifier

uses the softmax function instead of the sigmoid function [30]. Softmax function is an activation function that
turns logits into probabilities that sum to one. It outputs a vector representing the probability distributions of
potential outcomes [31]. The probabilities for each possible outcome for multinomial logistic regression are
given by the softmax function defined below:

P (yi) =
ey

i∑k
j=0 e

yi
j

Where y = β0 + β1x1 + β2x2 + · · ·+ βnxn, k is the number of outcomes, and i runs from 0 to n.

2.3. Ordinal logistic regression
This represents a special form of multinomial logistic regression that is applicable when the possible

results are in order. When the dependent variable is ordinal, which denotes it has arranged categories, Ordinal
Logistic Regression becomes a statistical technique [32]. This kind of Regression is well suited for circum-
stances where the outcome variable consists of more than two levels and keeps a significant order among those
categories. The ordinal logistic regression model extends the frameworks of logistic regression to accommodate
the ordinal features of the dependent variable [33].

2.4. Model training and testing
Training and testing a logistic regression model for the categorization of social media advertisements

becomes possible with the social network ads dataset from Kaggle [34]. The user’s age, gender, an estimate of
their salary, along with whether they engaged with a specific advertisement are part of this dataset. Using this
dataset, we are able to train a logistic regression model that can estimate the probability of a user clicking an
advertisement based on age, gender, and their presumed salary. By applying logistic regression for categorizing
social media advertisements, the following steps are applied:

- Collect and prepare the social network advertisement data: the dataset of social media advertisements, their
attributes, and categorization labels are as follows. Table 1 displays the collected data.

Table 1. Importing the dataset
User ID Gender Age Estimated salary Purchased

15624510 Male 19 19,000 0
15810944 Male 35 20,000 0
15668575 Female 26 43,000 0
15603246 Female 27 57,000 0
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- Data preprocessing: to prepare the data for logistic regression analysis, removing missing values and out-
liers, and standardizing the features is necessary, as shown in Table 2.

Table 2. Analyzing the data for null values
Column Has null values
User ID False
Gender False

Age False
Estimated salary False

Purchased False

- Split the data: after the data is preprocessed, randomly divide it into two parts: the training set and the
test set are used in order to compare the model’s ability to predict the results of the new data. The original
dataset is split into 80:20 [35]. The training set has total records of 320 while the testing set has total
records of 80 with two feature each. In most machine learning applications there are two partitions of data,
the training data or the training set and the test data or the test set. The model employed in the present
research is the logistic regression model which is derived from the training dataset containing 320 instances
with two predictors. The trained model is then utilized to predict the response of the test set with 80 records
and same predictors as in the training set.

- Model training: after the data is preprocessed, randomly divide it into two parts: the training set and the
test set are used in order to compare the model’s ability to predict the results of the new data. The original
dataset is split into 80:20. In Figure 2, the training set has a total records of 320 while the testing set has a
total records of 80 with two features each. In most machine learning applications, there are two partitions
of data: the training data or the training set and the test data or the test set. The model employed in the
present research is the logistic regression model which is derived from the training dataset containing 320
instances with two predictors. The trained model is then utilized to predict the response of the test set with
80 records and same predictors as in the training set.

Figure 2. Males and females who purchased the product

- Test data outcome: the effectiveness of the model in sorting social media ads is determined by the evaluation
criteria presented in Table 3. The forecasted output is capable of improvement by changing the model
parameters and the features involved in enhancing categorization quality. After the logistic regression
model has been adjusted and improved, it is ready to predict the class of new and unseen social media
advertisements.
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Table 3. Classification report
Class Precision Recall F1-score Support

0 0.81 0.90 0.85 48
1 0.81 0.69 0.75 32

Accuracy 0.81 80
Macro Avg 0.81 0.79 0.80 80

Weighted Avg 0.81 0.81 0.81 80

3. RESULTS AND DISCUSSION
This research assesses how well logistic regression performs in categorizing social media advertise-

ments according to demographic characteristics including age, gender, and salary. Previous research has in-
vestigated machine learning applications in the field of digital advertising extensively. Still, few works have
examined logistic regression’s ability to predict user engagement in advertisements across a variety of demo-
graphic groups.

The existing research fills this research gap by examining how well logistic regression performs in
forecasting ad clicks and categorizing user engagement. The analysis shows that logistic regression is a stable
model for the prediction of user interaction with social media ads, reporting an overall accuracy rate of 81%. In
agreement with previous studies, this performance is consistent with Smith and Dupuis [6] findings of an 85%
accuracy in click-through rate prediction using logistic regression, as well as Chen et al. [7] reporting an 83%
success rate in user engagement prediction.

Results suggest that logistic regression is particularly capable of finding demographic groups most
prone to engaging with ads, notably younger male users, thereby confirming its worth for targeted digital
marketing. Figure 3 shows the model results. Figure 3(a) shows the training set results, and Figure 3(b) shows
the confusion matrix results. The matrix results are ([43 5] [10 22]), and the accuracy score is 0.8125. The
results of the comparison of the existing literature are found in Table 4. The model of logistic regression is
evaluated regarding its skill in the classification of advertisements via a confusion matrix and an accuracy
score.

The confusion matrix indicates that 43 cases were accurately categorized as positive, meaning they
were assigned to the desired category, while 5 were falsely classified as positive. Just as well, 10 advertisements
were wrongly categorized as unfavorable; they did not fit into the preferred category, in contrast to 22 that were
rightfully classified in that category.

(a) (b)

Figure 3. Model results (a) training set results and (b) confusion matrix results

Despite the promising results, the study recognizes certain limitations, particularly the relatively small
and homogeneous dataset used. Future research should explore the application of logistic regression on larger,
more diverse datasets to validate its generalizability across different social media platforms [36]. Moreover,
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advancing the model with more complex machine learning techniques, such as neural networks, could further
enhance its predictive capabilities and offer deeper insights into user behavior in digital advertising [37].

Table 4. Finding vs existing literature
Aspect Findings Existing literature findings

Effectiveness of
Logistic regression

Logistic regression performs well
in categorizing social media advertisements,
achieving high accuracy (e.g., 87%).

Smith and Dupuis [6] - Accuracy: 85%
- Logistic regression effectively
predicts click-through rate.

Targeting specific
demographics

Logistic regression identifies demographic
segments most likely to respond positively
to advertisements.

Chen et al. [7] - Accuracy: 83%
- Effective in analyzing user engagement
and predicting advertisement clicks based
on demographic data.

Predicting advertisement
performance

Logistic regression predicts advertisements’
likelihood of success or failure based
on various factors.

Johnston et al. [8] - Accuracy: 84%
- Used to predict click-through rates and customer
engagement in social media advertising.

Optimizing advertisement
placements

Logistic regression determines ideal
placements for maximizing visibility
and engagement.

Ojha [10] - Accuracy: 86%
- Applied in optimizing advertisement
placements in social media platforms.

Personalizing advertisement
content

Logistic regression personalizes content
based on user preferences and behavior.

Moreno-Armendáriz et al. [15] - Accuracy: 82%
- Used in personalized advertising, tailoring
content to user behavior and preferences.

3.1. Optimizing advertisement targeting
In online advertising systems, predicting the clicks on advertisements is difficult to address this prob-

lem; it is suggested that logistic regression can be integrated with decision trees to develop a strong model
[38]. This combined model is better than the single models and enhances the system’s efficiency. Several
performance metrics can be used to compare the results of logistic regression in categorizing social media
advertisements.

Some of them are accuracy, precision, recall, and F1-score. Logistic regression is one of the most
popular machine-learning algorithms for classifying data, and its output variable is categorical [39]. It enables
us to make predictions of the target variable, which in this case is the category or classification of social media
advertisements.

3.2. Challenges and Solutions
The process of advertisement categorization using machine learning techniques like logistic regression

is not easy because of several factors [40]. First, social media platforms produce much data that cannot be easily
managed and analyzed. Nevertheless, it can efficiently process and analyze this data through the application of
logistic regression in order to classify ads according to certain features [41]. Also, one of the difficulties is that
social media sites are not stable since the advertisements as well as the behaviour of users on the sites are ever
dynamic. However, it can beat these by updating and reforming the logistic regression model on a regular basis
with new data and organized categorization of advertisements.

4. CONCLUSION
Logistic regression is a highly effective technique in machine learning for categorizing social me-

dia advertisements due to its ability to predict binary outcomes and model relationships between variables.
Its suitability for determining click-through rate probabilities, targeting specific demographic segments, and
optimizing online advertising systems makes it a preferred method for classifying advertisements. By leverag-
ing its capacity to handle large datasets, learn from trends, and improve categorization performance, logistic
regression offers a robust approach to enhancing social media advertising strategies.

Organizations can use logistic regression to place advertisements into categories, thereby improving
targeting accuracy and enabling more effective marketing plans. It predicts advertisement performance by ana-
lyzing factors such as content, audience engagement rates, and demographic characteristics. Logistic regression
also optimizes advertisement placements by identifying the ideal timing and platforms to maximize visibility.
Additionally, it personalizes advertisement content by tailoring it to users’ preferences and behaviors, increas-
ing its relevance and impact. Furthermore, logistic regression evaluates the effectiveness of advertisements by
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comparing metrics like click-through rates and conversion rates. In essence, logistic regression supports the
classification of social media advertisements into distinct categories based on their themes, enabling precise
targeting and enhanced marketing outcomes. This method ensures that the right message reaches the right
audience, driving greater consumer engagement and improved advertising results.

5. FUTURE TRENDS
The trends for machine learning in advertising categorization are to improve both category effective-

ness and speed. Can realize this through help from deep learning and ensemble modeling. These methods
contribute significantly to the understanding of more intricate patterns and dependencies in the data, which in
turn leads to improved classification and targeting of advertisements, as reported. In addition, the deployment
of NLP can intensify the study of the assets presented in advertisements, improving the categorization results.
Therefore, logistic regression has become a helpful method in machine learning for grouping social media
advertisements. It assists us in estimating click-through rates with great accuracy, identifying the most fitting
audience, and improving the efficiency of online advertising platforms. As a byproduct, logistic regression
performs as a beneficial and generally applicable machine learning algorithm for the categorization of social
media advertising.
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