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 A brain tumor can develop due to uncontrolled proliferation of aberrant cells 

in brain tissue. Malignant tumor can influence the nearby brain tissues, 

potentially resulting in the person's death. Early diagnosis of a brain tumor is 

crucial for ensuring the survival of patients. This article introduces an 

improved method using a deep auto encoder for the classification and 

detection of brain tumor. Magnetic resonance imaging (MRI) images are 

obtained from the BraTS data sets. The images undergo preprocessing using 

an adaptive Wiener filter. Image preprocessing is essential for eliminating 

noise from the input MRI pictures, hence enhancing the accuracy of MRI 

image classification. The fuzzy C-means technique is used to accomplish 

image segmentation. The classification model comprises deep auto encoder, 

convolution neural network (CNN), and K-nearest neighbor techniques. The 

classification model is developed and evaluated using MRI image slices 

from the BraTS dataset. Accuracy of deep auto encoder is 98.81%. Accuracy 

of CNN is 95.50 and accuracy of K-nearest neighbor (KNN) technique is 

91.30%. 
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1. INTRODUCTION 

A brain tumor is usually an anomalous proliferation of brain cells. While certain brain tumors are 

noncancerous, others can be cancerous. A “primary brain tumor” refers to tumors that originate from brain 

tissue. Metastasis is the process by which a malignant tumor moves from a different location in the body to 

the brain. The selection of treatment options can differ based on the specific type, location, and size of the 

tumor. Treatment aims to mitigate symptoms or achieve therapeutic objectives. Intermittent headaches and 

https://creativecommons.org/licenses/by-sa/4.0/
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migraines may indicate the presence of a tumor. It has the potential to cause blindness. Our current 

understanding of the genesis and cause of this aberrant tumor growth is limited, preventing us from making 

definitive conclusions [1]. 

Tumors can be classified based on their potential for malignancy and their site of origin. A tumor 

that is not malignant and does not metastasize to other organs is classified as a benign tumor [2]. These 

entities are readily noticeable and exhibit a moderate pace of expansion. Malignant brain tumors originating 

from cancer have the ability to metastasize to different regions of the brain. These tumors exhibit a high level 

of aggressiveness and pose a significant challenge in terms of detection [3]. When searching for a tumor, 

doctors employ either X-rays or magnetic resonance imaging (MRI). An MRI scan is indicated when all 

other tests have proven inadequate in yielding satisfactory outcomes. MRI scans utilize radio waves and 

magnets to generate perfect images [4].  

Primary brain tumors are uncommon neoplasms that typically originate in the brain and do not 

metastasize to other regions of the body. Primary brain tumors can be either benign or malignant. The growth 

of a benign brain tumor is characterized by its slow pace, well-defined boundaries, and infrequent 

dissemination. Although the cells in benign tumors are not malignant, they can nevertheless represent a 

significant health risk if they infiltrate a critical region. Malignant brain tumors exhibit rapid growth, possess 

poorly defined boundaries, and ultimately metastasize to other areas of the brain. Contrary to its widespread 

label, malignant brain tumors do not fulfill the diagnostic criteria for cancer since they do not undergo 

metastasis, which is the spreading of cancer to other areas of the body beyond the brain and spinal cord [5].  

MRI utilizes the combination of radio waves and magnetic fields to provide harmless and painless 

images of the brain. MRI distinguishes itself from computed tomography (CT) by not utilizing radiation 

waves. Typically, an MRI scanner will include a large toroidal magnetic field with a central aperture. As part 

of the procedure, each patient will recline on a table that smoothly moves into the testing channel. Individuals 

afflicted with claustrophobia might seek solace in the numerous medical facilities equipped with MRI 

machines that include advanced opening technology. Medical facilities and imaging institutes utilize MRI 

machines to conduct brain examinations [6]. A high-powered antenna can precisely determine the precise 

position of an individual's atoms within the body by utilizing radio waves, which are subsequently sent to a 

computer for examination. Computers have the ability to do millions of calculations, resulting in the 

generation of high-resolution images of the human body [7].  

MRI can detect brain tumors, cysts, swelling, bleeding, irregularities in expansion and structures, 

inflammatory conditions, diseases, and blood vessel abnormalities. Following a brain injury or stroke, a 

determination is made regarding the optimal timing for surgical intervention to identify the specific region 

that has been impacted. MRI scans of the brain are valuable for detecting disorders such as multiple sclerosis, 

chronic fatigue syndrome (CFS), headaches, blurred vision, and other related problems. An MRI scan is 

crucial for diagnosing problems with the pituitary gland and brain stem, as it offers precise images of the 

brain structures that cannot be seen using CT, X-ray, or ultrasound [8]. The MRI image of brain part has been 

illustrated in Figure 1. The MRI image of brain tumor detection has been established in Figure 2. 

 

 

  
 

Figure 1. MRI image for brain 

 

Figure 2. MRI image for brain tumor detection 
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In the field of medicine, digital image processing has the capacity to significantly assist in the 

identification of diseases and tumors. Every pixel in a digital image possesses a distinct intensity value and 

specific position, constituting a defined quantity of elements. MRI is particularly valuable in the field of 

medicine for obtaining a deep understanding of the internal processes of the body [9]. The main purpose of 

this is to uncover discrepancies in bodily tissues that can be assessed utilizing an enhanced technique as 

opposed to approximated tomography. Consequently, this technique is employed as a unique method, 

particularly for cancer imaging and the identification of brain tumors. MRI pictures are divided into multiple 

pieces using a technique called image segmentation. This approach generates numerous sets of pixels within 

a single image. Image segmentation can simplify the process by doing in-depth analysis and collecting 

pertinent data. Another interpretation is the dissemination of equivalent distinctiveness by assigning a label to 

each pixel in a brain image. The outcomes from the pixel analysis will be often utilized for asset distribution [10]. 

 

 

2. RELATED WORK 

2.1.  Segmentation techniques for brain tumors 

An essential stage in computer-aided diagnostic techniques is the identification and subsequent 

division of brain tumors; this stage encompasses a multitude of contributions. Authors introduced a novel 

approach utilizing deep neural networks to accurately separate brain images from 2D MRI data. The model 

includes an encoder and decoder that can recognize cancers often identified by medical professionals. 

Additionally, a specific data augmentation technique is used. Low-grade glioma is considered more 

challenging to treat compared to other forms of malignant or tumorous cells due to the relatively challenging 

nature of tumor detection using standard procedures. The model was facilitated by automated approaches for 

detecting and localizing low-grade gliomas, as stated by the authors. The methodology was validated using 

the pixel accuracy method, which was implemented with the Znet framework, a deep learning architecture.  

A semantic segmentation method was devised to address the issue of class imbalance. This approach 

depended on acquiring the true values from the background elements, which often replaced with very high 

pixel values that could be misleading [11]. 

Authors provided a description of a method for segmenting brain tumors using MRI data. Both the 

training MRI pictures and the assessment inference were included in the strategy. The lack of effectiveness of 

current cutting-edge techniques in providing accurate results in real-time situations led to the development of 

a cross-modal distillation strategy. To overcome the constraints of the single sequence CNN model, it was 

imperative to develop an enhanced CNN architecture capable of effectively analyzing the MRI images, 

which commonly consist of many sequences of data. During the evaluation of the models using the BRATS 

2018 dataset, researchers discovered that cross-distillation yielded superior results in terms of segmentation 

quality compared to a single sequence CNN model. Cross-distillation was shown to enhance the operational 

model of a single sequence CNN when exposed to multiple sequential MRI image data [12].  

In their study, researchers introduced a multitasking approach that considers the presence of many 

modalities in MRI data. The approach was described as an automated procedure using segmentation fusion, 

in which a variational encoder was employed to combine many characteristics and rebuild the images.  

A regularization technique was employed to achieve segmentation fusion, aiming to extract features from 

many modalities. The objective of the fusion was to enhance feature engineering by acquiring a more 

comprehensive understanding of the several characteristics present in the input photos. The model 

incorporated an uncertainty-based approach into its multi-tasking framework, resulting in decreased weight 

during the training process. The model underwent testing with real-time scenarios utilizing the benchmark 

dataset, BRATS 2020. The results indicate that the multi-tasking model outperforms the variational 

autoencoder (VAE) model in terms of both computational efficiency and accuracy in segmenting [13].  

Research work employed a learning and branching strategy to create an HMRNet method that 

integrates a multiscaling feature. This method is specifically developed to process photographs that have a 

high level of detail and clarity. The objective of the model was to accurately identify and separate the clinical 

target volume by analyzing and dividing images of the anatomical brain barriers to cancer. Our primary 

emphasis was on the scales, while also ensuring the accurate retrieval and preservation of the anatomical 

characteristics of the human brain as contextual information. The bidirectional feature calibration was 

established as a means to turn the features into spatial attention maps, with the goal of enhancing the features 

and facilitating improved segmentation. Segmenting the brain is difficult due of the diverse sizes and shapes 

of the known barriers. The described approach boosted both bidirectional and monodirectional capabilities by 

extending the attention span, while high-resolution images enhanced the structural information. This model is 

dependent on exclusively ABC data obtained from the MICCAI dataset [14]. 

Inventors demonstrated the validity of the concept of many modalities by employing a streamlined 

approach, namely the ELU-Net with an enhanced structure. The model utilized a complex skip connection 

structure to investigate the linkages that arose from the semantic associations of the characteristics. The thick 
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and layered links generated aggregated feature maps that specifically targeted tumors. An enhancement was 

implemented to the loss functions to enable their specific utilization for the entire tumor, the central region of 

the tumor, and the expanded tumor. The findings demonstrated that the model had superior performance 

compared to the conventional U-Net and U-Net++ architectures when evaluated on the BRATS 2018 dataset [15]. 

 

2.2.  Deep learning algorithms 

Deep neural networks have proven to be highly valuable for medical image segmentation in the 

context of computer-aided diagnosis. In their study, researchers combined deep neural networks with discrete 

wavelet transform to develop a model that can accurately divide brain tumors into segments. The model 

categorized brain tumors into three classes: sarcoma, metastatic, and glioblastoma, employing a unique 

methodology to address the problem statement. Consequently, the model only presented the classification 

results for the malignant brain tumor variations. As previously stated, CNNs have demonstrated exceptional 

performance in the areas of feature engineering, extraction, and particularly brain tumor segmentation. In the 

future, it is anticipated that these networks will transition to being fully convolutional networks [16].  

Researchers conducted a comprehensive analysis to evaluate the benefits of deep learning models. 

They compared the performance of these models to that of machine learning algorithms introduced within the 

past decade. CNNs will be used to segment, extract, and map boundaries from input images that have been 

prepared for various properties. Several models combine radiation and deep learning techniques to 

demonstrate the various processes a patient would undergo. The roadmap is seen as a crucial instrument for 

future planning, contingent upon the duration of the procedure. To foster eager collaboration in relation to 

comprehensive applications, forthcoming models will possess a broader perspective.  

In 2017, this research work created a segmentation technique using CNNs. This technique considers 

both the local and global properties of deep learning frameworks. The presence of brain tumors was detected 

through a thorough examination of the image, focusing on intricate local and global characteristics. The 

understanding of the necessity of segmentation and the optimization methods for it were enhanced due to the 

variations seen among the attributes [17].  

A group of researchers conducted a comprehensive analysis of different deep learning strategies to 

determine their effectiveness. We conducted a comprehensive analysis and documentation of many 

computer-aided diagnosis models that employ deep learning techniques. These models encompass a wide 

range of applications, such as detecting lesions, analyzing cellular and tissue organization, examining brain 

hemispheres, performing segmentation, and classifying tumors, among others. The challenges of deep 

learning strategies and the methods to overcome them were detailed in order to provide guidance for future 

developments [18].  

Research work [19] proposed a strategy that integrated classification and segmentation to predict the 

regions affected by tumors in the given brain images. The input photos were analyzed using support vector 

machine and pointing kernel classifier to determine the specific regions of the brain impacted by tumor cells. 

In order to assess the performance of the model indicated above, we evaluated its sensitivity, specificity, and 

accuracy. The pointing kernel classifier demonstrated superior performance in segmentation compared to the 

support vector machine. 

 

 

3. PROPOSED METHOD 

This section presents an enhanced deep auto encoder technique for brain tumor classification and 

detection as shown in Figure 3. MRI images are acquired from BraTS data sets. Images are preprocessed by 

adaptive wiener filter. This image preprocessing is necessary to remove noise from the input MRI images and 

results in improving accuracy of MRI image classification. Image segmentation is performed by fuzzy C 

means algorithm. Classification model consists of deep auto encoder, CNN and KNN algorithms. 

Classification model is trained and tested using BraTS data set MRI image slices.  

The fundamental objective of image preprocessing in MRI is to enhance image quality for following 

tasks by removing extraneous and unrelated features from the background. Therefore, MRI brain pictures can 

be improved using image preprocessing techniques that remove artifacts, boost the picture quality, and enable 

more precise tumor segmentation. During picture preprocessing, masks are constructed to identify pixels with 

maximum intensity, aiming to minimize distortion. An adaptive wiener filter (AWF) is a type of filter that 

operates in the frequency domain. The AWF can dynamically modify its operation by taking into account the 

mathematical singularity of the medical MRI image within the 14-area filter. This filter is specifically 

designed for processing MRI images in gray-scale format. Transformation applying filtering techniques to 

remove noise [20]. Image enhancement partitioning by use the outermost rectangular frame. Adaptive filter 

presentations can be superior when compared to non-adaptive counterparts. Adaptive filters will facilitate the 

estimate of two crucial mathematical variables: mean and variance. The WF employs a pixel-wise adaptive 
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Wiener method, which relies on statistics derived from the neighboring pixels in an MRI image. This filter 

use pixel-wise adaptive Wiener filtering to conduct a local assessment of mean and standard deviation on an 

MRI image. It leverages neighborhoods of dimensions M by N.  

Clustering algorithms can be employed as an unsupervised segmentation strategy to divide an MRI 

image into many groups of pixels with comparable brightness, without the need for training images. During 

the training process, clustering-based segmentation approaches utilize the existing image data. The 

segmentation algorithms employ a two-step process, consisting of data clustering and evaluation of 

individual brain tissue classes, to perform segmentation and training simultaneously. The most commonly 

employed algorithms for photo segmentation problems are K-means clustering and fuzzy C-means clustering. 

The input data can be partitioned into K clusters using the K-means clustering method [21]. The mean 

intensity of each class is repeatedly assessed, and the image is segmented by classifying all pixels in that 

class based on the centroid in their surroundings. In the context of brain pictures, this procedure is iterated. 

K-means clustering is considered a tough classification approach since it assigns each pixel in an input image 

to a single class in each iteration. The fuzzy C-means clustering algorithm, also known as the soft 

categorization technique, is another clustering approach that is based on fuzzy set theory. Fuzzy C-means 

allows for the classification of each pixel into many groups based on a predetermined membership value, 

which can be seen as a potential simplification of K-means clustering [22]. 

 

 

 
 

Figure 3. Enhanced auto encoder enabled deep learning for brain tumor classification and detection 

 

 

From a medical perspective, medical images can be classified based on their distinctive features 

utilizing the image classification method. This picture classification method utilizes spectral foundation or 

spectrally distinct characteristics, such as brain density, texture, and feature space. Research has 

demonstrated that image classification techniques can employ decision rules to partition the feature space 

into many classes. In the medical domain, rapid computer systems, supported by mathematical algorithms 

and effective classification approaches, have successfully achieved picture categorization. The following are 

the standard procedures for categorizing MRI images to identify tumors.  

DAE, a type of deep learning technique, employs greedy preparameter optimization training of an 

unsupervised layer to extract the layered distinctiveness of high-dimensional input data from medical images. 

The approach utilizes a neural network architecture and a multilayer nonlinear network. Data analysis and 

exploration (DAE) utilizes this characteristic, and the distinctive attribute of scattered data is already 

accessible. The hidden layer process, encoder, and decoder are all contained within the DAE. The 

architecture and training techniques of the initial automatic encoder were enhanced to construct the DAE. 

Various DAEs are founded on distinct theories within the realm of deep learning, such as arithmetic theory, 

sparse hypothesis, convolution theory, and robust theory. The construction and implementation of DAE will 

result in a decrease in the original input dimensions. By analyzing the fundamental characteristics of the 

input image data from underrepresented class typical examples and various non-class benchmark datasets, the 

efficiency of feature extraction is enhanced [23]. 
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A CNN, derived from the analysis of the visual system's structure, is a highly efficient method for 

training a multilayer network. This technique employs spatial links to minimize the amount of factors 

required to enhance the training performance. A CNN can be understood as a neural network with several 

layers, where each layer consists of two-dimensional planes and each plane is characterized by a set of 

individual neurons. An example of how CNN can be used is for the detection of handwritten characters. 

CNNs are mostly effective in detecting displacement, scaling, and other forms of deformation invariance in 

two-dimensional pictures. This solution avoids the explicit feature sampling method by directly examining 

the training data. CNNs can generate outcomes that vary significantly from other neural network classifiers 

due to their construction through parallel research. This parallel approach has the potential to produce 

superior results compared to networks composed of interconnected neurons. CNNs offer distinct benefits for 

image processing and segmentation, and their ability to extract valuable features has resulted in highly 

effective outcomes. Every neuron in a CNN possesses a hierarchical local association structure and 

necessitates a minuscule input. This takes the computational model of biological neural networks closer to 

the definitive neural network. This technique will be employed for immediately processing medical photos 

using the categorization process. It specifically focuses on gray level images [24].  

KNN is a straightforward and efficient non-parametric technique used to categorize data records.  

It works by identifying the KNN to a given data point, which are then used to create a neighborhood around 

that point. Usually, when determining how to classify t, whether or not distance-based weighting is taken into 

account, the most common choice is to rely on the majority vote of neighboring data entries. The efficacy of 

the classification hinges on the selection rate, so the accurate determination of the value for k is crucial when 

employing KNN. The KNN technique exhibits bias by a factor of k. When dealing with fundamental 

algorithms, there are numerous methods available to select the most efficient execution for various values of 

k. KNN is a case-based learning algorithm that keeps all training data for grouping. Its slow learning 

methodology disqualifies it from numerous possible applications, such as real-time web scraping for a large-

scale shop. An approach to enhance the identification of representatives for communication with all of the 

training classification data, namely. Utilize the dataset to train and classify by implementing an inductive 

learning technique. Several algorithms, such as decision trees and neural networks, were initially created to 

design a system capable of achieving this goal, and their individual standard performances have been 

thoroughly documented. The KNN model is valuable for classifying newswire stories and influencing readers 

because of its simplicity and effectiveness. The Reuters corpus is used to classify context, which helps in 

creating a KNN model to improve efficiency without compromising classification accuracy [25] 

 

 

4. RESULTS ANALYSIS AND DISCUSSION 

This experiment data set contains MRI slices from BraTS12 to BraTS18 and 3,064 MRI slices from 

233 patients [26]. Total of 5063 MRI samples and each of these images may contains one of the three types 

of brain tumors: meningioma, glioma, or pituitary tumor. The images have an in-plane resolution of 512×512 

pixels with a pixel size of 0.49×0.49 mm2. The thickness of the slices is 6 mm, and the gap between them is 1 

mm. The images are preprocessed using an adaptive wiener filter. This image preprocessing is required to 

eliminate noise from input MRI pictures, which improves the accuracy of MRI image classification. Fuzzy C 

means method is used for image segmentation. The deep auto encoder, the CNN, and the KNN algorithms 

make up the classification model.  

The efficacy of the used approach is assessed using metrics like accuracy, sensitivity, specificity, 

and precision. Accuracy metrics are intended to assess the precision of a method's predictions. The 

proportion of brain malignancies accurately identified relative to the overall count of brain tumors is termed 

classification accuracy. A sensitivity analysis is performed to evaluate the influence of fluctuating values and 

parameters of a model on the final result. The capacity of the data classification metric to precisely identify 

actual positive values is essential. The specificity of a data categorization measure denotes its capacity to 

reliably identify real negative values. Precision is measured by the number of correctly anticipated positive 

results. The results are shown in Table 1 and Figure 4. The accuracy of the deep auto encoder is 98.81%. The 

accuracy of the CNN is 95.50%, whereas the accuracy of the KNN approach is 91.30%. 

 

 

Table 1. Results of deep auto encoder for brain tumor detection  
Accuracy Precision Specificity Sensitivity 

KNN 91.3 92.31 91.91 92.66 
CNN 95.5 94.71 95.34 94.56 

Deep auto encoder 98.81 97.53 98.28 96.37 
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Figure 4. Results of deep auto encoder, CNN and KNN techniques for brain tumor detection 

 

 

5. CONCLUSION AND FUTURE WORK 

In this research work, an improved deep auto-encoder technique for brain tumor classification and 

detection. MRI images are obtained using BraTS datasets. MRI pictures may show one of three forms of 

brain tumors: meningioma, glioma, or pituitary tumor. The photos are preprocessed with an adaptive wiener 

filter. This image preprocessing is required to remove noise from input MRI images, hence improving the 

accuracy of MRI image classification. The fuzzy C means approach is used for image segmentation. The 

classification model is made up of three algorithms: deep auto encoder, CNN, and KNN. Accuracy of deep 

auto encoder is 98.81%. Accuracy of CNN is 95.50 and accuracy of KNN technique is 91.30%. In future, this 

proposed method can be extended to work in real time brain tumor detection and on colored images.  
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