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 Feature selection is critical for improving model performance and managing 
high-dimensional data, yet existing methods often face limitations such as 
inefficiency and suboptimal results. This study addresses these challenges by 
introducing a novel approach using the white shark optimization (WSO) 
algorithm and its binary variants to enhance feature selection. The proposed 
methods are evaluated on various datasets, including “Dorothea,” “Breast 
Cancer,” and “Arrhythmia,” focusing on classification accuracy, the number 

of features selected, and fitness values. Results demonstrate that the WSO 
algorithms significantly outperform traditional methods, offering notable 
improvements in accuracy and efficiency. Specifically, the WSO variants 
consistently achieve higher accuracy and better fitness values while 
effectively reducing the number of selected features. This research 
contributes to the field by providing a more effective optimization approach 
for feature selection, addressing existing inefficiencies, and suggesting 
future directions for further refinement and broader application. The findings 

highlight the potential of advanced optimization techniques in enhancing 
data analysis and model performance, offering valuable insights for 
practitioners and researchers. 
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1. INTRODUCTION 

The rapid development of technology in a variety of sectors, including data science and big data, has 

resulted in a huge rise in the amount of information that is being produced. This growth in the amount of data 
presents a variety of issues, including redundant and irrelevant data, a high number of characteristics, and 

noisy data [1]. Due to the high dimensionality of the datasets, applications that deal with large amounts of 

data, such as disease classification [2], text classification [3], sentiment analysis [4], intrusion detection [5], 

and power systems [6], may experience decreased accuracy and performance [7]. In order to solve these 

problems, choosing the most appropriate feature set for a certain problem domain may improve classification 

accuracy while also lowering the amount of computing effort required. According to research [8], there are 

three main categories that may be used to classify feature selection methods: filter, wrapper, and embedding. 

Using statistical analysis techniques such as Information Gain, Gini Index, Chi-Square, Pearson Correlation, 

and Relief, the filter-based approach ranks the characteristics that are being considered. It keeps the 

characteristics that are of high significance and gets rid of the characteristics that are of low [9]. According to 

authors [10], The wrapper-based technique employs a learning process in order to assess specific aspects in 
isolation from one another. Wrapper-based feature selection algorithms have been suggested in a number of 

https://creativecommons.org/licenses/by-sa/4.0/
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research papers, such as particle swarm optimization (PSO) [11], Salp swarm optimization [12], and whale 

optimization algorithm (WOA) [13]. Some of these wrapper-based feature selection techniques are described 

here. According to [14], the embedded strategy employs a combination of filtering and wrapping strategies to 

achieve simultaneous selection of the optimal feature set and optimization of classifier parameters. LASSO 

and elastic net are two notable examples of embedded algorithms. LASSO was developed by Saura et al. 

[15], while elastic net was developed by Zou and Hastie. 

MH algorithms are single-solution-based or population-based. Due of its dependability, stochastic 
optimizers are widely used to solve issues across numerous sectors. It is found that population-based 

algorithms share common features and excellent local escape potential, enabling many search agents to 

exchange useful information. The stochastic character of the population-based approach causes sluggish 

convergence to the local optimum. Researchers can improve algorithms using three methods. (1) Combining 

algorithm techniques. Levy flight, Brownian motion, opposition-based learning, and mutation/crossover 

methods are commonly used by Nallaperuma et al. [16]. 

The newly proposed swarm-based MH algorithm white shark optimizer (WSO) [16] mimics white 

shark hunting. This amazing method is derivative-free, parameter-less, simple, adaptable, acceptable, 

monotone, sound, and complete. Feature selection algorithms commonly employ the Z-shaped transfer 

function to assign a probability to each feature [17], which is deter-mined by its fitness value. While earlier 

studies have explored the impact of feature selection techniques, they have not explicitly addressed the 

influence of WSO with a Z-shaped transfer function on classification accuracy and computational efficiency. 
Features that possess higher fitness values are more prone to being chosen for inclusion in the ultimate 

feature subset. The Z-shaped transfer function is employed to establish a correspondence between fitness 

values and probabilities, whereby higher fitness values are associated with higher probabilities. We found 

that the Z-WSO algorithm correlates with improved classification accuracy and reduced computational 

complexity. The proposed method in this study tended to have an inordinately higher proportion of selected 

features while maintaining superior fitness values 

The major research contributions are: 

 Proposing a binary WSO algorithm with a Z-shaped transfer function for feature selection in healthcare 

data. 

 Demonstrating the effectiveness of the proposed algorithm in improving classification ac-curacy and 

reducing computational complexity. 

 Comparing the proposed algorithm with existing WSO feature selection methods with different transfer 

functions (TFs). 

 Showing that the algorithm achieves high accuracy with a low number of selected features. 

Section 2 reviews existing feature selection methods, including filter, wrapper, and embedded 

techniques, highlighting their advantages, limitations, and unresolved issues such as convergence and 

efficiency. Section 3 covers the mathematical modeling of the WSO algorithm, detailing its principles and 

parameters. Section 4 presents experimental results, evaluating the proposed methods on accuracy, number of 

features selected, and fitness value, with a comparative analysis. The discussion addresses the implications of 

the results and identifies areas for improvement. Section 5 summarizes the findings, emphasizes the 

significance of the research, and outlines future directions for enhancing the methods and exploring new 

applications. 
 
 

2. LITERATURE REVIEW 

The authors of a study have introduced a novel approach called the binary teaching learning-based 

optimization (FS-BTLBO) algorithm, which is a wrapper-based feature selection method. Specifically, they 

applied FS-BTLBO to the WDBC dataset, which involves classifying malignant and benign tumors. The 

results of the study demonstrate that FS-BTLBO achieves higher accuracy while utilizing a small number of 

features com-pared to other methods [18], [19]. Another study offered two approaches to propose numerous 

binary MBO (BMBO) revisions for metaheuristic feature selection Thus, BMBO uses a mutation rate to 

improve detection, while BMBO-M is meant to prevent MBO convergence [20]. 

In another research, the authors proposed using integrated characteristics. Handcrafted (HC) feature 

extraction and deep learning models (DLMs) like EfficientNet-B0 and Xception provide these features. FS 

improves system performance. This paper introduces two newly suggested binary variations of the arithmetic 

optimization algorithm (AOA). BAOA-S and BAOA-V are developed for FS. The classifier uses the selected 
characteristics to classify whole slide images (WSIs) into three classes: viability (VT), non-viability (NVT), 

and non-tumor (NT). The proposed IF-FSM-C classifier was compared to classifiers that just use HC or deep 

learning features and state-of-the-art osteosarcoma detection approaches [21]. In a separate piece of research, 

the authors made a proposal to locate, within a big initial collection of characteristics, a subset of features of 
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a smaller size that maximizes the accuracy of classification. This novel binary grasshopper optimization 

technique is put through its paces by being evaluated against five other well-established swarm-based 

algorithms that are utilized to solve feature selection problems. All of these methods are tested on twenty 

different data sets of varying sizes, and the results are implemented and evaluated [22], [23]. In another work, 

the authors suggested gaining-sharing knowledge-based optimization method (GSK) to determine the best 

feature subset [24]. 
A different group of researchers attempted to address binary issues by presenting a binary variant of 

the battle royale optimization (BRO) method [25]. Two benchmark datasets with six distinct binary 

variations of classical metaheuristic optimization problems were used to evaluate the proposed method. In 

order to address FS issues, El-Mageed et al. [26] suggested a binary version of the adaptive wind driven 

optimization algorithm (AWDO). The proposed technique employs two enhancements to boost the searching 

ability: first, the crossover operator; second, the computational annealing method. It is the job of two well-

known classifiers, closest K-nearest neighbors (KNN) and support vector machine (SVM), to determine if the 

selected characteristics are relevant in determining fitness. Using 18 benchmark datasets, the proposed 

methods were compared against binary variants of 11 traditional MH techniques. The experimental results 

show that the proposed method works very well on datasets with low and high dimensions. A binary form of 

the horse herd optimization algorithm (BHOA) was proposed for FS issues in a separate study [27]. The 

authors conducted an evaluation of the proposed model using three types of TFs: S-shaped, V-shaped, and  
U-shaped. Improving exploitation is the goal of investigating three kinds of crossover operators.  

 

 

3. PERELIMINARIES  

3.1.  Initialization  

During the beginning stages of the WSO process, a population of n white sharks, also known as 

candidate solutions, is produced. The following is an example of how the population may be modelled as a 

two-dimensional matrix with the size n and d shown in the (1). 

 

Population = 

[
 
 
 
𝑥1

1 𝑥2
1 ⋯ 𝑥𝑑

1

𝑥1
2 𝑥2

2 ⋯ 𝑥𝑑
2

⋮ ⋮ ⋯ ⋮
𝑥1

𝑛 𝑥2
1 ⋯ 𝑥𝑑

𝑛]
 
 
 

 (1) 

 

where n is the total number of white sharks and d is the total number of factors that go into each individual 

white shark's decision-making process. A random uniform generation function is used to produce the jth 

decision variable in the white shark xi model, which is indicated by the notation 𝑥𝑗
𝑖 in the (2).  

 

𝑥𝑗
𝑖  =  𝐿𝑗 +   𝑟  ×   (𝑈𝑗 − 𝐿𝑗 ) (2) 

 

The lower and upper bounds of the jth decision variable are denoted as Lj and Uj, respectively. 

 

3.2.  Moving towards prey 

When hunting in the water, a white shark may roughly pinpoint its prey's position by listening for 

the pauses in the waves caused by its movement. It then approaches it according to the (3) and (4). The 

coefficient of acceleration is denoted by 𝜏. Analysis shows that 4.125 is the most optimal value for 𝜏 in the 

(7) and (8). 

 

𝑣𝑘+1
𝑖 =  𝜇 [ 𝑣𝑘

𝑖 + 𝑝1 (𝑤𝑔𝑏𝑒𝑠𝑡𝑘
 −  𝑤𝑘

𝑖 )  ×  𝑐1 + 𝑝1  (𝑤𝑏𝑒𝑠𝑡

𝑣𝑘
𝑖

 −  𝑤𝑘
𝑖 ) × 𝑐2 ]  (3) 

 

𝑣 =   [𝑛  × 𝑟𝑎𝑛𝑑𝑛 (1, 𝑛)]  + 14 (4) 

 

𝑝1  =   𝑝𝑚𝑎𝑥  +  (𝑝𝑚𝑎𝑥 − 𝑝𝑚𝑖𝑛) ×   𝑒−(4𝑘/𝑘)2 (5) 

 

𝑝1  =   𝑝𝑚𝑖𝑛  +  (𝑝𝑚𝑎𝑥 − 𝑝𝑚𝑖𝑛) ×  𝑒−(4𝑘/𝑘)2 (6) 

 

𝜇 =   
2

2− 𝜏− √𝜏2−4𝜏
 (7) 
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𝑤𝑘+1
𝑖  {

𝑤𝑘
𝑖  ∙ ¬  ⨁ 𝑤0 +  𝑢 ∙ 𝑎 + 𝑙. 𝑏;       𝑟𝑎𝑛𝑑 < 𝑚𝑣

𝑤𝑘+1
𝑖  =   𝑤𝑘

𝑖  +  
𝑣𝑘

𝑖

𝑓
;               𝑟𝑎𝑛𝑑 ≥   𝑚𝑣      

 (8) 

 

3.3.  Moving towards optimal prey 

In this particular scenario, the prey emits a scent as they move. The white shark exhibits a response 
to prey movement characterized by a random search pattern, akin to the foraging behavior observed in fish 

schools in their quest for sustenance. Extensive simulations conducted on various optimization problems 

have determined that the optimal values for 𝑓𝑚𝑖𝑛d fmax are 0.07 and 0.75, respectively. 

 

𝑎 = 𝑠𝑔𝑛 (𝑤𝑘
𝑖 − 𝑢)  > 0  (9) 

 

𝑏 = 𝑠𝑔𝑛 (𝑤𝑘
𝑖 − 𝑙) < 0  (10) 

 

𝑤0 =  ⨁  (𝑎, 𝑏)  (11) 

 

𝑓 =   𝑓𝑚𝑖𝑛 + 
𝑓𝑚𝑎𝑥 − 𝑓𝑚𝑖𝑛

𝑓𝑚𝑎𝑥 + 𝑓𝑚𝑖𝑛
  (12) 

 

𝑚𝑣 =   
1

𝑎0+ (𝑒
(

𝑘
2−𝑘

)/𝑎1)

  (13) 

 

3.4.  Moving towards the best white shark 

White sharks possess the ability to maintain their proximity to the most optimal white shark that is 

in closer proximity to the prey. The present model is structured in the following manner in (14) and (15). The 

variable a2 represents a control constant that is designed to achieve a balance between exploration and 

exploitation in (16). According to a thorough analysis, the optimal value for a2 is determined to be 0.0005. 
 

𝑤𝑘+1
𝑖  =  𝑤𝑔𝑏𝑒𝑠𝑡𝑘

+  𝑟1 𝐷𝑤
⃗⃗ ⃗⃗  ⃗ 𝑠𝑔𝑛(𝑟2 − 0.5) (14) 

 

𝐷𝑤
⃗⃗ ⃗⃗  ⃗  =  |𝑟𝑎𝑛𝑑 ×   (𝑤𝑔𝑏𝑒𝑠𝑡𝑘

− 𝑤𝑘
𝑖  )| (15) 

 

𝑆𝑠  =   |1 −  𝑒(−𝑎2×𝑘/𝐾)| (16) 

 

3.5.  Behavior of fish school 

The fish school behavior of white sharks has been modelled using the first two optimum white 

sharks. The values of the other white sharks are updated by utilizing the equation with the assistance of these 

optimal white sharks in (17). 

 

𝑤𝑘+1
𝑖  =   

𝑤𝑘
𝑖  +  �̀�𝑘+1

𝑖

2 ×𝑟𝑎𝑛𝑑
 (17) 

 

3.6.  Binary WSO 

Mirjalili and Lewis [28] introduced different TF for continuous methods to binarization [29] see 

in the Figure 1. Here Figure 1(a) S-TFs, 1(b) V-TFs, and 1(c) Z-shaped graphs are different types of TF 
which will be referred using (18). Initially S-shaped TF designed, as shown in Figure 1(a), convert 

continuous PSO to binary for WSO binarization, use the V-shaped function shown in Figure 1(b) in (19). 
 

𝑆(𝑥𝑖
𝑗(𝑡) =

1

1+𝑒
−𝑥

𝑖
𝑗
(𝑡)

 (18) 

 

𝑆(𝑥𝑖
𝑗(𝑡) = |tanh(𝑥𝑖

𝑗
(𝑡))| (19) 

 

The members of the feature subset in the future iteration are adjusted in the second stage using (20) and (21).  

 

𝑥𝑖
𝑗(𝑡 + 1) = {0  𝑖𝑓 𝑟𝑎𝑛𝑑 <  𝑆(𝑥𝑖

𝑗(𝑡 + 1)

1                 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (20) 
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𝑥𝑖
𝑗(𝑡 + 1) = {

 ~𝑥𝑖
𝑗(𝑡)       𝑟𝑎𝑛𝑑 <  𝑆(𝑥𝑖

𝑗(𝑡 + 1)

𝑥𝑖
𝑗(𝑡)                 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (21) 

 

 

 
(a) 

 

 
(b) 

 

 
(c) 

 

Figure 1. TF for continuous method to binarization (a) S-TFs, (b) V-TFs, and (c) Z-shaped 

 

 
The primary objective of the transfer function is to depict the likelihood that the constituent of the 

position vector transitions from 0 to 1. Consequently, it is imperative for the transfer function to be a 

bounded function within the interval [0, 1]. Based on the inherent attributes of transfer functions as shown in 

Table 1, a novel transfer function with a distinctive Z-shaped TF is introduced shown in Figure 2, and its 

definition is as follows in (22): 

 

𝑇(𝑋𝑖
𝑡(𝑡)) = √1 − 𝑎𝑥𝑖

𝑘
(𝑡) (22) 

 

Figure 2 illustrates the comprehensive process flow of the BWSO. The evaluation of the prediction 
model is conducted by employing the KNN classifier. The feature set that has been reduced is partitioned into 

two divisions, namely training and testing, using the 10-fold cross-validation (CV) technique.  
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Figure 2. Proposed Z-shaped WSO 

 

 

4. RESULTS AND DISCUSSION 
Twelve different datasets are used in a suggested method that is part of the project. These datasets 

came from the UCI library and were chosen because they show differences in size, variety, and disease-

specific traits. The main focus of this work is on high-dimensional microarray datasets. The chosen datasets 

have a lot of samples and a high-dimensional feature space. The datasets have between 36 and 100,000 

features, and between 50 and 16,772 cases or examples. In Table 1, you can see a full list of all the statistics 

and Table 2 is the parameter settings of WSO. 
 

 

Table 1. Summary of the datasets 
S. No. Dataset name Feature’s count Sample’s count Attribute characteristics 

1 Dorothea 100,000 1,950 2 

2 Arcene 10,000 900 2 

3 G- RNA 20,531 801 2 

4 p53 Mutants 5,409 16,772 2 

5 Arrhythmia 279 452 2 

6 Cervical cancer 36 858 2 

7 Breast Cancer 24,481 97 2 

8 Central Nervous System 7,129 60 2 

9 Colon Cancer 2,000 60 2 

10 Leukaemia 7,129 72 2 

11 OSCC 41,003 50 2 

12 Ovarian Cancer 15,154 253 2 

 

 

Table 2. Parameter settings 
Specifications Value 

Fmin 0.07 

Fmax 0.75 

A0 100 

A2 0.0005 

Max_Iter 100 

 

 

4.1.  Comparison of classification accuracy  
The analysis of classification accuracy as shown in Figure 3 reveals that the choice of optimization 

algorithm notably affects the accuracy of feature selection across different datasets. For instance, datasets like 

“Dorothea” and “Breast Cancer” exhibit minimal differences in accuracy, with variations ranging from 0.5% 

to 3%. This suggests that the choice of optimization algorithm may be less critical for these datasets, as 

multiple algorithms could achieve comparable results. Conversely, datasets such as “Arrhythmia” and 

“Leukaemia” show significant accuracy differences, reaching up to 6% to 9%, indicating that selecting the 
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right optimization algorithm is essential for achieving optimal performance. The “Z-WSO” algorithm stands 

out for its consistent superior performance, highlighting its effectiveness in improving classification 

accuracy. 

 

 

 
 

Figure 3. Comparison of classification accuracy  

 

 
This finding aligns with previous studies which have demonstrated varying impacts of optimization 

algorithms on feature selection accuracy. While some research has shown minor differences in accuracy 

across algorithms, our study underscores the critical role of algorithm choice, particularly for datasets with 

more pronounced differences. The strength of our study lies in its comprehensive comparison across diverse 

datasets, revealing insights into the effectiveness of different algorithms. However, an unexpected result was 

the minimal accuracy variation for some datasets, which may suggest inherent dataset characteristics rather 

than algorithmic limitations. 

Our study's primary objective was to evaluate the impact of different optimization algorithms on 

feature selection accuracy. The findings emphasize the importance of selecting appropriate algorithms to 

enhance classification performance, particularly for datasets with more substantial accuracy variations. 

Future research could explore additional datasets and optimization algorithms to further understand their 
effects on feature selection accuracy and address any remaining questions about algorithm performance 

across different contexts. 

 

4.2.  Comparison of number of features selected 

The analysis of the number of features selected as shown in Figure 4 shows that the choice of 

optimization algorithm influences the number of features chosen from each dataset. For datasets like 

“Dorothea” and “Arrhythmia,” the differences in the number of features selected by various algorithms are 

relatively small, ranging from 0% to 7%. This indicates that the algorithm may not have a significant impact 

on feature selection for these datasets. In contrast, datasets such as “Arcene” and “p53 Mutants” exhibit 

substantial variations, with differences ranging from 30% to 120%, highlighting the significant effect of the 

optimization method on feature selection outcomes. The “Z-WSO” algorithm consistently selects more 

features compared to other methods for several datasets. 
This observation is consistent with findings from previous studies, which have also noted variable 

impacts of optimization algorithms on feature selection. Our study extends this understanding by 

demonstrating that certain algorithms, like “Z-WSO,” consistently select a different number of features, 

providing new insights into algorithm-specific behavior. While our approach provides a thorough 

comparison, an area for further exploration is understanding why some algorithms lead to greater feature 

selection variations, which could be attributed to specific dataset characteristics or algorithmic properties. 

The aim of this section was to examine how different optimization algorithms affect the number of 

features selected during feature selection. The results highlight the importance of choosing an appropriate 

algorithm based on the dataset's characteristics. Future research could investigate the reasons behind the 

substantial feature selection variations observed with different algorithms and explore methods to optimize 

feature selection for diverse datasets. 
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Figure 4. Comparison of number of features selected  
 

 

4.3.  Comparison of fitness value 

The comparison of fitness values as shown in Figure 5 illustrates how different optimization 

algorithms impact the quality of selected solutions. For datasets like “Dorothea” and “Arrhythmia,” the 

differences in fitness values across algorithms are relatively small, ranging from 0% to 15%, suggesting that 

the choice of algorithm has a limited effect on the fitness values for these datasets. However, datasets such as 

“G-RNA” and “Breast Cancer” show significant variations, with differences ranging from 150% to 900%, 

highlighting the critical role of the optimization algorithm in determining solution quality. The “Z-WSO” 

algorithm consistently achieves lower fitness values for several datasets, indicating its effectiveness in these 

contexts. 

These results are consistent with prior research that has highlighted the varying impacts of 
optimization algorithms on fitness values. Our study further refines this understanding by demonstrating that 

certain algorithms, such as “Z-WSO,” consistently deliver lower fitness values, which may suggest better 

solution quality. The strength of our study is its comparative analysis across multiple datasets, although some 

unexpected high fitness value variations warrant further investigation into the underlying reasons. 

The primary focus of this section was to assess the impact of different optimization algorithms on 

fitness values during feature selection. The findings underscore the importance of selecting the right 

algorithm to improve solution quality. Future research could delve deeper into the reasons behind significant 

fitness value differences and explore additional algorithms to enhance the effectiveness of feature selection. 

 

 

 
 

Figure 5. comparison of fitness value 
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4.4.  Critical analysis  

The results reveal significant variations in classification accuracy, the number of features selected, 

and fitness values across different optimization algorithms. Specifically, accuracy differences are minimal for 

datasets like “Dorothea” and “Breast Cancer” but more substantial for datasets such as “Arrhythmia” and 

“Leukemia.” The “Z-WSO” algorithm demonstrates superior performance in accuracy, particularly for 

complex datasets. This suggests that algorithm choice can crucially impact feature selection outcomes, with 
“Z-WSO” offering a robust option for certain datasets. Similarly, the number of features selected varies 

widely, with the “Z-WSO” algorithm consistently choosing more features for specific datasets, indicating its 

tendency towards comprehensive feature sets. Fitness value differences are also pronounced, with some 

algorithms achieving notably lower fitness values, which points to their potential for high-quality feature 

selection. 

When compared with previous studies, this research aligns with findings that optimization methods 

can significantly influence feature selection outcomes but extends these insights by evaluating a broader 

range of algorithms and datasets. The study's strengths lie in its comprehensive analysis and the consistent 

performance of the “Z-WSO” algorithm across different metrics. However, the limitations include the 

potential for dataset-specific biases and the need for further exploration of algorithm performance in diverse 

scenarios. Unexpected results, such as the high variability in fitness values for certain datasets, suggest that 

optimization algorithms can have complex interactions with dataset characteristics. 
In summary, this study underscores the critical role of optimization algorithms in feature selection, 

emphasizing the importance of selecting appropriate methods based on dataset specifics. The findings 

highlight the need for continued research into optimizing feature selection techniques and exploring their 

application in various domains. Future research should address unanswered questions, such as the 

generalizability of the “Z-WSO” algorithm across different types of datasets and the integration of additional 

optimization strategies to enhance feature selection performance. Our study suggests that higher feature 

selection rates are not associated with poor classification performance. The proposed method may benefit 

from optimizing feature selection without adversely impacting computational efficiency. 

 

4.5.  Limitations of study  

This study explored a comprehensive evaluation of WSO with a Z-shaped transfer function. 
However, further and in-depth studies may be needed to confirm its generalizability, especially regarding 

larger real-world datasets with complex feature dependencies. Besides accuracy, amount of characteristics 

used, and fitness value, the research may miss interpretability and robustness. Additionally, parameter 

choices affect algorithm performance, which may affect findings across datasets. Synthetic or benchmark 

datasets may not represent real-world application complexity, and the study's assumptions and simplifications 

may restrict applicability. 

 

 

5. CONCLUSION AND FUTURE SCOPE 

In conclusion, this research advances the field of feature selection by introducing novel optimization 

algorithms, such as the WSO and its binary variants, which enhance both the accuracy and efficiency of 
feature selection in high-dimensional datasets. The study demonstrates that these algorithms significantly 

impact classification performance, with notable improvements in accuracy and fitness value compared to 

traditional methods. However, the research also highlights areas for further exploration, including the 

generalizability of these algorithms across diverse datasets and their practical applicability in real-world 

scenarios. The findings underscore the importance of selecting appropriate optimization methods tailored to 

specific data characteristics and suggest that further refinement and evaluation of these algorithms could lead 

to even greater improvements in feature selection performance. Future work could focus on expanding the 

dataset variety, exploring additional optimization methods, and addressing computational challenges to 

enhance the applicability and effectiveness of these techniques in various domains, including healthcare data 

analysis and other fields requiring advanced feature selection. The implications of this research extend 

beyond the immediate scope, offering valuable insights for practitioners and researchers seeking to improve 

feature selection processes and contributing to the ongoing advancement of data analysis methodologies. 
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