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 This paper presents the hybridization of two metaheuristic algorithms which 

belongs to different categories, for optimizing the tasks scheduling in cloud 

environment. Hybridization of a game-based metaheuristic algorithm namely, 

darts game optimizer (DGO), with a swarm-based metaheuristic algorithm 

namely, beluga whale optimization (BWO), yields to the evolution of a new 

algorithm known as “hybrid darts game hypothesis – beluga whale 

optimization” (hybrid DGH-BWO) algorithm. Task scheduling optimization 

in cloud environment is a critical process and is determined as a non-

deterministic polynomial (NP)-hard problem. Metaheuristic techniques are 

high-level optimization algorithms, designed to solve a wide range of 

complex, optimization problems. In the hybridization of DGO and BWO 

metaheuristic algorithms, expedition and convergence capabilities of both 

algorithms are combined together, and this enhances the chances of finding 

the higher-quality solutions compared to using a single algorithm alone. Other 

benefits of the proposed algorithm: increased overall efficiency, as “hybrid 

DGH-BWO” algorithm can exploit the complementary strengths of both DGO 

and BWO algorithms to converge to optimal solutions more quickly. Wide 

range of diversity is also introduced in the search space and this helps in 

avoiding getting trapped in local optima. 
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1. INTRODUCTION 

Recently, cloud technology becomes the foundation for many organizations as well as individuals as 

it provides a convenient way to access cloud resources like numerous virtual servers, huge virtual storage 

system, wide area networks (WANs), applications and services remotely through the internet without installing 

and maintaining them on-premises. Cloud technology three standards are: infrastructure as a service (IaaS), 

platform as a service (PaaS), software as a service (SaaS) [1]. Five key characteristics are: on-demand self-

service, broad network access, resource pooling, rapid elasticity, and measured service [1]. Four deployment 

models are: public cloud, private cloud, community cloud, hybrid cloud [1].  

Key feature of cloud environment is to serve tens of thousands and more of users requests 

concurrently, which required an efficient task scheduling algorithm [2]. However, in majority, due to improper 

scheduling, resources are either underutilized or overutilized which increases the cloud resources wastage and 

thus decline in efficiency. For efficient usage of cloud resources, there are various available scheduling models 

and optimization criteria.  

Numerous classic, deterministic algorithms are available for scheduling user requests. For example, 

priority scheduling, first-come first-serve (FCFS) scheduling [3], and round robin (RR) scheduling [3] 

https://creativecommons.org/licenses/by-sa/4.0/
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algorithms. But in cloud computing environment, scheduling problem is established as a non-deterministic 

polynomial time (NP) hard problem [4], [5], so traditional classic scheduling algorithms are unable to solve 

cloud computing problems. Therefore, various heuristic as well as metaheuristic-based scheduling techniques 

are widely used in solving cloud optimization problem [6]. There are numerous heuristic and meta-heuristic 

techniques, but metaheuristic methods are extensively employed in resolving real-time optimization problems. 

meta-heuristic algorithms are classified into four categories. These are: physics-based algorithms: they rely on 

the laws of nature, such as black holes, galaxies, and gravitation laws. For example, black hole (BH) algorithm 

[7], gravitational search algorithm (GSA) [8]. Swarm-based or swarm intelligence algorithms: these are nature 

inspired, population dependent algorithms. They are established on the interaction between living organisms 

such as a group of birds, a school of fishes, and a colony of ants. For example, beluga whale optimization 

(BWO) algorithm [9], ant colony optimization (ACO) [10], particle swarm optimization (PSO) [11]. 

Evolutionary algorithms: They rely on the process of natural selection. Overall, an evolutionary algorithm 

contains four steps: initialization, selection, genetic operators and termination. For example, genetic algorithm 

(GA) [12], differential evolution (DE) [13]. Game-based algorithms: algorithms rely on games uses two 

strategies. First, modelling the game rules and secondly, the player’s different behavior. For example, darts 

game optimizer (DGO) [14], hide objects game optimization (HOGO) [15]. 

Problem statement: efficient task scheduling is critical but challenging due to the complexity of cloud 

environments. Traditional deterministic algorithms, are insufficient because cloud scheduling is a NP-hard 

problem, leading to the need for metaheuristic approaches. Almost all metaheuristic algorithms are 

nondeterministic and approximate. These are universal problem-solving algorithms, covering very large scales 

of problems and generates satisfactory results. Therefore, implementing metaheuristic techniques in cloud 

computing, it become possible to solve various NP-hard problems in a short duration and hybridization of 

meta-heuristic algorithms are capable of achieving near optimal solutions in a limited time constraints. Thus, 

hybridization is considered as an efficient way for solving very complex and sophisticated real-time problems. 

This paper proposes a “hybrid DGH-BWO” algorithm, which is the hybridization of two metaheuristic 

algorithms, first game-based algorithm namely DGO [14] and second swarm-based intelligence algorithm 

namely BWO [9].  

The work contribution of hybrid DGH-BWO algorithm includes: 

− The proposed algorithm offers more flexibility as it can be easily modified to solve various scheduling 

problems by modifying the associated algorithms and parameters. 

− Scalability is easily achievable as proposed algorithm is capable of handling huge amount of data for 

processing.  

− Sequential hybrid search strategy is used for hybridization of DGO and BWO algorithm which leads to 

the development of “hybrid DGH-BWO” algorithm. 

− A balanced approach is established between expedition and convergence state. 

− Introducing a check condition to hybridized both DGO and BWO algorithms strength. 

− Efficient task scheduling in cloud environment with maximum resource utilization, task guarantee ratio, 

and throughput is achievable to an extent. 

− In addition to above, minimization of energy consumption and mean response time is also achievable. 

In continuation, section 2 presented literature survey. Section 3 describes the proposed method, its analytical 

model, algorithm, flowchart, and objective function. Section 4 defines the experimental setup. Results and 

discussion are discussed in section 5. Finally, conclusion along with future aspects is encapsulated in section 6. 

 

 

2. LITERATURE SURVEY 

Kalra and Singh [16], gave a review of five different metaheuristic scheduling techniques. These are 

ACO, PSO, BAT algorithm, GA, and league championship algorithm (LCA). Authors also defined the 

optimization criteria to be considered while scheduling tasks in cloud environment, such as makespan, and 

waiting time. Murad et al. [17] gave an overall view of various job scheduling techniques (JST) and resource 

allocations (RA) techniques for cloud computing environment. Authors classified scheduling techniques as 

heuristic, metaheuristic and hybrid scheduling. Mohammadzadeh et al. [18], gives an overview of various 

whale optimization algorithm (WOA) variants used by several authors for efficient scheduling in cloud 

environment. These various task scheduling models are: standard WOA, multi-objective WOA, improved 

WOA, and hybrid WOA. Main scheduling objectives to achieved are: makespan, budget, quality of service 

(QoS), energy efficiency, cost, resource utilization, load balancing, performance, efficiency, deadline, and 

security. Chen et al. [19], proposed a method for task scheduling in cloud computing using WOA-based 

optimization. This proposed method is improved WOA for cloud (IWC) task scheduling. The objective of IWC 

methodology is to minimize the execution time, load, and cost of the cloud computing system. Zhong et al. [9], 
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describes a swarm-based metaheuristic algorithm namely, BWO algorithm for solving various optimization 

problems. The algorithm is designed on the basis of beluga whales’ behavior in the Artic Ocean, which includes 

swimming in group, looking for prey and finally plunge into the ocean bed i.e. whale drops. Dehghani et al. 

[14], proposed a game-based optimization method, namely DGO. The architecture of DGO is established by 

replicating the Dart game rules. The key points of DGO algorithm are its simple equations and absence of 

control parameters. Chen et al. [20], proposed a metaheuristic algorithm – egret swarm optimization algorithm 

(ESOA) – to enhance the balancing between expedition and convergence states of algorithm. The algorithm is 

stimulated by the hunting skills of two egret species’ – the Snowy egret’s sit-and-wait approach, and the Great 

egret’s aggressive approach. The discriminant situation is used to establish a balance between two approaches. 

Trojovsky and Dehghani [21], proposed a biology-stimulated metaheuristic technique known as walrus 

optimization algorithm (WaOA). The algorithm architecture is based on the natural behaviors of walrus, which 

include feeding or nourishing singles, migrations, fights with predators or escaping them.  

Shanay and Raheem [22], describes artificial bee colony (ABC) algorithm and bee colony 

optimization (BCO) algorithm for solving travelling salesman combinatorial problems. Saber et al. [23], gave 

outline of various metaheuristic algorithms and its applications in engineering field. For example, GA, is 

widely used in circuit designing and machine learning. ACO, is employed in routing and scheduling problems, 

in transportation planning, and telecommunications. PSO, used in power system optimization, robotics, and 

image processing. Rezk et al. [24], describes various metaheuristic techniques employed for solving real-time 

electrical and civil engineering applications, such as electric vehicle charging scheduling problem, structural 

design optimization problem. Mostafa and Alsalman [25], uses dolphin swarm algorithm for solving real-time 

software project scheduling problem.  

 

 

3. METHOD 

Every metaheuristic algorithm mainly consists of two states: expedition and convergence. For finding 

the global optima, it is difficult to established a balance between expedition and convergence state. Expedition 

state focus on the global search area and convergence state focus on the local search area. So, in the “hybrid 

DGH-BWO” algorithm, darts game hypothesis (DGH), section emphasizes expedition by mimicking the 

throwing of darts towards the target in the search space which marks the boundaries for the expedition. Whereas 

BWO, section emphasizes convergence by using its echolocation technique. By combining both strategies, 

hybrid DGH-BWO achieves a balance between expedition and convergence, allowing it to efficiently navigate 

through the solution space while exploiting promising regions. 

 

3.1.  Darts game hypothesis 

DGH is based on the concept of DGO. Darts, a competitive shooting sport in which two or more 

players throw darts at a dartboard. Darts are the small sharp-pointed projectiles and dartboard is a circular 

shaped target having numerous concentric rings and is divided into 20 radial sections, each section having 

different assigned points, as shown in Figure 1. Each section is further sub-divided into other sections - single, 

double and triple scoring sections - by concentric metal wire rings. At the center of the dartboard there are two 

circles known as inner bull and outer bull, having color red and green respectively.  

 

 

 
 

Figure 1. Darts, dartboard and score distribution on dartboard 
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3.2.  BWO 

A swarm intelligence, metaheuristic optimization algorithm. The BWO algorithm is executed in three 

states, which are, expedition, convergence, and whale drops. 

 

3.3.  Developing “hybrid DGH-BWO” model 

The DGH section of the proposed “Hybrid DGH-BWO” algorithm is inspired by the concept of game 

of darts. The darts themselves represents the individuals or potential solutions thrown by the players. Players 

are only the agents that are throwing the darts. Their specific positions or actions are not relevant to the 

algorithm's calculations. The BWO section of the proposed algorithm is inspired by the behavior of beluga 

whales’ population. In the BWO population, each beluga whale themselves represents the individuals or 

potential solutions. Therefore, in the “hybrid DGH-BWO” algorithm, word “explorers” represent the analogy 

of players throwing the darts, and beluga whales. The terminology “explorer” serves as a conceptual framework 

to understand how the proposed algorithm works. 

 

3.3.1. Developing hybridized phase 

Methodology: sequential hybrid search strategy is used for the hybridization of DGO and BWO 

algorithm which leads to the development of “hybrid DGH-BWO” algorithm. In sequential hybrid search 

strategy, the phase-based approach is used for achieving hybridization, where the algorithm can switch between 

DGO and BWO phases based on predefined conditions (check conditions). In this approach, DGO is employed 

for initial expedition and BWO is employed for fine-tuning solutions. 

 

3.3.2. Procedure of hybridization 

Initial expedition phase (DGO): 

− Initial expedition is done by the concept of DGO algorithm, where expedition is guided by the concepts 

of random darts (also named as individuals or players), which are randomly thrown towards the targets 

(optimal solution) in the search space. 

− Target-oriented adjustment is performed in which the individuals' positions are adjusted towards the 

current best solution by using DGO technique. 

Convergence phase (BWO): 

− Expedition rate of BWO is constantly reduced, thus focusing more on convergence phase. 

− BWO's echolocation mechanism is used to refine the solutions.  

 

3.3.3. Defining the check conditions 

The check condition for “Hybrid DGH-BWO” algorithm is determined as (1). 
 

𝐶ℎ𝑒𝑐𝑘 𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 = (

(1) 𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑟𝑒𝑝𝑒𝑡𝑖𝑡𝑖𝑜𝑛 𝑍 𝑖𝑠 𝑑𝑖𝑣𝑖𝑠𝑖𝑏𝑙𝑒 𝑏𝑦 𝑎𝑛𝑦    
 𝑡𝑤𝑜 𝑜𝑑𝑑 𝑝𝑟𝑖𝑚𝑒 𝑛𝑢𝑚𝑏𝑒𝑟𝑠,𝐴 & 𝐵.𝑎𝑛𝑑

(2) 𝑚𝑢𝑙𝑡𝑖𝑝𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑏𝑜𝑡ℎ 𝑛𝑢𝑚𝑏𝑒𝑟𝑠        
𝑚𝑢𝑠𝑡 𝑏𝑒 𝑙𝑒𝑠𝑠 𝑡ℎ𝑎𝑛 𝑍𝑚𝑎𝑥  

) (1) 

 

where 𝑍𝑚𝑎𝑥 , represents the total number of repetitions. 

 

3.4.  Mathematical model of hybrid DGH-BWO 

A matrix of explorers 𝐸(𝑛 × 𝑑), where ‘n’ represents explorers’ population size and ‘d’ represents 

dimensional position vectors, is represented as (2). 

 

𝐸 = (

𝐸1
𝐸2
⋮
𝐸𝑛

 | 

𝑒1,1 𝑒1,2 ⋯ 𝑒1,𝑑
𝑒2,1 𝑒2,2 ⋯ 𝑒2,𝑑
⋮ ⋮ 𝑒𝑔,ℎ ⋮
𝑒𝑛,1 𝑒𝑛,2 ⋯ 𝑒𝑛,𝑑

)           𝑤ℎ𝑒𝑟𝑒 1 ≤ 𝑔 ≤ 𝑛 𝑎𝑛𝑑 1 ≤ ℎ ≤ 𝑑 (2) 

 

Above, 𝑒𝑔,ℎ represents the ′𝑔𝑡ℎ′ explorer at ′ℎ𝑡ℎ′ ,dimensional location, where 1 ≤ 𝑔 ≤ 𝑛 𝑎𝑛𝑑 1 ≤ ℎ ≤ 𝑑. The 

fitness values related to each explorer is stored in the form of matrix, 𝐸𝐹𝑖𝑡𝐹𝑢𝑛  and is represented as (3). 

 

𝐸𝐹𝑖𝑡𝐹𝑢𝑛 =

(

 
 
 
 

𝑓𝑢𝑛(𝐸1 → 𝑒1,1, ⋯ , 𝑒1,3, … , 𝑒1,ℎ, ⋯ , 𝑒1,𝑑)

𝑓𝑢𝑛(𝐸2 → 𝑒2,1, ⋯ , 𝑒2,3, … , 𝑒2,ℎ, … , 𝑒2,𝑑)

⋮
𝑓𝑢𝑛(𝐸𝑔 → 𝑒𝑔,1, ⋯ , 𝑒𝑔,3, ⋯ , 𝑒𝑔,ℎ, ⋯ , 𝑒𝑔,𝑑)

⋮
𝑓𝑢𝑛(𝐸𝑛 → 𝑒𝑛,1, ⋯ , 𝑒𝑛,3, … , 𝑒𝑛,ℎ, … , 𝑒𝑛,𝑑))

 
 
 
 

 (3) 
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3.4.1. Expedition phase (DGH) 

Initial, expedition phase is done by the DGH section of “hybrid DGH-BWO” algorithm, by assigning 

the explorer 𝐸𝑔 values to the fitness function, best and worst fitness function value (𝐹𝑖𝑡𝐵𝑒𝑠𝑡  and 𝐹𝑖𝑡𝑊𝑜𝑟𝑠𝑡 ) and 

best and worst variable’s values ( 𝐸𝐵𝑒𝑠𝑡  and 𝐸𝑊𝑜𝑟𝑠𝑡  ) are established (4)-(7). 
 

𝐹𝑖𝑡𝐵𝑒𝑠𝑡 = 𝑚𝑖𝑛(𝑓𝑖𝑡)𝑛×1 (4) 
 

𝐹𝑖𝑡𝑊𝑜𝑟𝑠𝑡 = 𝑚𝑎𝑥(𝑓𝑖𝑡)𝑛×1 (5) 
 

𝐸𝐵𝑒𝑠𝑡 = 𝐸(𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 min(𝑓𝑖𝑡) , 1: 𝑑)  (6) 
 

𝐸𝑊𝑜𝑟𝑠𝑡 = 𝐸(𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 𝑜𝑓max(𝑓𝑖𝑡) , 1: 𝑑) (7) 
 

Fitness function normalize value, 𝐹𝑖𝑡𝑔
𝑁𝑜𝑟𝑚𝑎𝑙 , and probability function value, 𝑃𝑟𝑜𝑏𝑔, for each 𝑔𝑡ℎ 

explorer is calculated as (8), (9). 
 

𝐹𝑖𝑡𝑔
𝑁𝑜𝑟𝑚𝑎𝑙 =

𝑓𝑖𝑡−𝐹𝑖𝑡𝑊𝑜𝑟𝑠𝑡

∑ (𝑓𝑖𝑡𝑘−𝐹𝑖𝑡𝑊𝑜𝑟𝑠𝑡)
𝑛
𝑘=1

  (8) 

 

𝑃𝑟𝑜𝑏𝑔 =
𝐹𝑖𝑡𝑔

𝑁𝑜𝑟𝑚𝑎𝑙

max (𝐹𝑖𝑡𝑔
𝑁𝑜𝑟𝑚𝑎𝑙)

  (9) 

 

Since, there is total 82 sectors in a dartboard having different scores. Assume, every explorer can throw only 

three darts in each turn to build his score matrix 𝑆𝑀. Each throw scores can be calculated in (10)-(13). 
 

𝐶𝑔 = 𝑟𝑜𝑢𝑛𝑑 (82 ∗ (1 − 𝑃𝑟𝑜𝑏𝑔))    1 ≤ 𝑔 ≤ 𝑛 (10) 

 

𝑆𝐶𝑔 = {
𝑆𝑀(1: 𝐶𝑔), 𝑟𝑎𝑛𝑑 < 𝑃𝑟𝑜𝑏𝑔

𝑆𝑀(𝐶𝑔 + 1: 82), 𝑒𝑙𝑠𝑒
 , 𝑆𝐶𝑔 means 𝑔

𝑡ℎ explorer score candidates.  (11) 

 

𝑆𝑔 = 𝑆𝐶𝑔(𝑞) & 1 ≤ 𝑞 ≤ 82 , 𝑆𝑔 represents every throw score value. (12) 

 

𝑆𝑔
𝑁𝑜𝑟𝑚𝑎𝑙 =

∑ 𝑆𝑔
𝑡ℎ𝑟𝑜𝑤3

𝑡ℎ𝑟𝑜𝑤=1

180
 , 𝑆𝑔

𝑁𝑜𝑟𝑚𝑎𝑙  denotes the normalized score value. (13) 

 

So, the new updated state of every explorer is established as (14). 
 

𝐸𝑔 = 𝐸𝑔 + 𝑟𝑎𝑛𝑑(1, 𝑑)𝑋(𝐸𝐵𝑒𝑠𝑡 − 3𝑆𝑔
𝑁𝑜𝑟𝑚𝑎𝑙𝐸𝑔) (14) 

 

With the advancement of each repetition, the predefined check condition determines the execution of 

convergence phase, which is conducted by BWO section of “hybrid DGH-BWO” algorithm. 

 

3.4.2. Convergence phase (BWO) 

First, balance factor 𝑏𝑎𝑙𝐹𝑎𝑐𝑡𝑜𝑟 , is calculated which determines the switching from expedition to 

convergence state, and is expressed as (15). 
 

𝑏𝑎𝑙𝐹𝑎𝑐𝑡𝑜𝑟 = 𝑏𝑎𝑙0(1 − 𝑍 2𝑍𝑚𝑎𝑥⁄ ) (15) 
 

Above, 𝑏𝑎𝑙0  is the balance factor which changes randomly between (0,1) at each repetition. ′𝑍′ represents the 

present repetition and 𝑍𝑚𝑎𝑥 represents the maximal repetitions. If 𝑏𝑎𝑙𝐹𝑎𝑐𝑡𝑜𝑟 > 0.5, Expedition state take place. 

If 𝑏𝑎𝑙𝐹𝑎𝑐𝑡𝑜𝑟 ≤ 0.5, convergence state happens. As the repetitions ′𝑍′ increases, the 𝑏𝑎𝑙𝐹𝑎𝑐𝑡𝑜𝑟  value reduces 

from (0, 1) to (0, 0.5). 

The explorer drops 𝐸𝑑𝑟𝑜𝑝 probability is also calculated, which is used for the refinement of optimal 

solution and is defined as (16). 
 

𝐸𝑑𝑟𝑜𝑝 = 0.1 − 0.05 𝑍 𝑍𝑚𝑎𝑥⁄  (16) 

 

The probability of explorer drop reduces from 0.1 𝑡𝑜 0.05, with the advancement of repetitions. Since, majority 

of expedition is already done by the DGH section of the proposed algorithm, the BWO’s expedition phase 

reduces to an extent and more focus is on convergence phase of BWO section.  
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a. Expedition state 

The swimming behavior of these explorers (beluga whales) defines the expedition state. The paired 

swimming of explorers is used to determine the new updated positions and is computed as follows:  

 

{
𝐸𝑔,ℎ
𝑍+1 = 𝐸𝑔,𝑑ℎ

𝑍 + (𝐸𝑟,𝑑1
𝑍 − 𝐸𝑔,𝑑ℎ

𝑍 )(1 + 𝑎1) sin(2𝜋𝑎2) , ℎ = 𝑒𝑣𝑒𝑛

𝐸𝑔,ℎ
𝑍+1 = 𝐸𝑔,𝑑ℎ

𝑍 + (𝐸𝑟,𝑑1
𝑍 − 𝐸𝑔,𝑑ℎ

𝑍 )(1 + 𝑎1) cos(2𝜋𝑎2) , ℎ = 𝑜𝑑𝑑
          1 ≤ 𝑔 ≤ 𝑛, 𝑟 ∈ 𝑛 𝑎𝑛𝑑 1 ≤ ℎ ≤ 𝑑  (17) 

 

𝐸𝑔,𝑑ℎ
𝑍  is the present location of 𝑔𝑡ℎ explorer at the (𝑑ℎ)

𝑡ℎ dimension. Where 𝑑ℎ is the random number selected 

from 𝑑𝑡ℎ − 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛. 𝑎1𝑎𝑛𝑑 𝑎2 are arbitrary numbers and their values lies between (0,1). sin(2𝜋𝑎1) and 

cos (2𝜋𝑎2) defines the locations of synchronized paired explorers fins towards the ocean surface. 

b. Convergence state 

This defines the preying behavior of explorers. Arbitrary jump strength 𝐽1 and Levy flight strategy is 

established to improve the convergency. Consider arbitrary numbers, 𝑎3 𝑎𝑛𝑑 𝑎4 lies between (0,1), 𝐽1 is 

expressed as (18). 

 

𝐽1 = 2𝑎4(1 − 𝑍 𝑍𝑚𝑎𝑥⁄ ) (18) 

 

Levy flight operation 𝐿𝐹 is defined as (19). 

 

𝐿𝐹 = 0.05 × 
𝑥×Σ

|𝑦|1 Β⁄  ,     𝑤ℎ𝑒𝑟𝑒 𝑥 𝑎𝑛𝑑 𝑦 are arbitrary numbers. (19) 

 

Σ = (
γ(1+Β)×sin (

ΠΒ

2
)

γ(
(1+Β)

2
)×Β×2

(Β−1)
2

)

1

Β

 , 𝑤ℎ𝑒𝑟𝑒 Β ‘beta’ default value set to Β = 1.5  (20) 

 

So, the analytical model for convergence state is defined as (21). 

 

𝐸𝑔
𝑍+1 = 𝑎3𝐸𝑏𝑒𝑠𝑡

𝑍 − 𝑎4𝐸𝑔
𝑍 + 𝐽1. 𝐿𝐹 . (𝐸𝑟

𝑍 − 𝐸𝑔
𝑍)     (21) 

 

where 𝐸𝑏𝑒𝑠𝑡
𝑍  represents the best position among explorers. 𝐸𝑟

𝑍 represents a random 𝑟𝑡ℎ explorer. 

c. Explorer drops state 

Explorers are vulnerable species and some explorers can’t escape attack and perished in the bottomless 

ocean bed. This is known as “Explorer Drops”. Assumed that the explorer drop stimulates a small change and 

the population size is almost remained constant. Define the 𝐸𝑠𝑡𝑒𝑝 ,which is the step size of explorer drop and 

is expressed as (22). 

 

𝐸𝑠𝑡𝑒𝑝 = (𝑢𝑝𝑝𝑒𝑟𝑏 − 𝑙𝑜𝑤𝑒𝑟𝑏) exp (−𝐽2 𝑍 𝑍𝑚𝑎𝑥⁄ )  (22) 

 

Where 𝑢𝑝𝑝𝑒𝑟𝑏  and 𝑙𝑜𝑤𝑒𝑟𝑏 are the upper and the lower limit of variables. 𝐽2 defines the step factor which is 

related to explorer drop and population size and is defined as (23). 

𝐽2 = 2𝐸𝑑𝑟𝑜𝑝 × 𝑛 (23) 

 

The explorer drops 𝐸𝑑𝑟𝑜𝑝 probability is defined in (16). So, the new updated position is computed as (24). 

 

𝐸𝑔
𝑍+1 = 𝑎5𝐸𝑔

𝑍 − 𝑎6𝐸𝑟
𝑍 + 𝑎7𝐸𝑠𝑡𝑒𝑝 (24) 

 

Where 𝑎5, 𝑎6 𝑎𝑛𝑑 𝑎7 are the arbitrary numbers and their values lies between (0,1).  
 

3.5.  Proposed algorithm of hybrid DGH-BWO 

Sequential hybridization allows the algorithm to maintain a balance between expedition and 

convergence phase. Check condition determine the switches between the phases. The “Hybrid DGH-BWO” 

algorithm can be seen in Algorithm 1. 

 

Algorithm 1. Hybrid DGH-BWO algorithm 
1: Define the population size n and maximal count of repetitions Z_max. Initialize current 

repetition value Z=1. 

2: Set the check condition variables value ‘A’ & ‘B’ using(1). 
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3: Starting positions of all explorers are arbitrary generated and fitness values are 

established using(2), (3) on the basis of objective function, defined in(25). 

4: While Z≤Z_max, Do 

5:  For each explorer E_g, 1≤g≤n, Do 

6:  If check condition! =True 

7:  Calculate 〖Fit〗_Best,〖Fit〗_Worst, E_Best and  E_Worst using (4), (5), (6), and (7). 

8:  Compute the fitness function normalized value 〖Fit〗_g^Normal, and probability 

function 〖Prob〗_g, for explorer E_g, using (8) and (9) respectively. 

9:  Calculate the normalized score value S_g^Normal, for explorer E_g, using (10), (11), 

(12), and (13). 

10:  Explorer E_g, new state is updated using (14). 

11:  Check new location boundaries, compute the fitness values and sorted them to determine 

the optimal solution. 

12:  Else              //check condition is True 

13:  Calculate 〖bal〗_Factor, using (15), and E_drop, using (16). 

14:  If 〖bal〗_Factor>0.5           //then it is Expedition phase 
15:  Generate d_h,where 1≤h≤d, randomly from dimension. 

16:  Select a random explorer E_r. 

17:  Explorer E_g, new location is updated using (17). 

18:  ElseIf 〖bal〗_Factor≤0.5         // then it is Convergence phase 

19:  Update arbitrary jump strength J_1 using (18) and compute Levy Fight operation using 

(19), (20). 

20:  Explorer E_g, new location is updated using (21). 

21:  End If.    //balance factor. 

22:  Check new location boundaries, compute fitness values and sorted them to determine 

the optimal solution. 

23:  If〖bal〗_Factor<E_drop             //Explorer Drops phase 
24:  Update the step factor J_2, using (22) & Compute explorer step size E_step, using 

(23). 

25:  Explorer E_g, new location is updated using (24). 

26:  Check new location boundaries, compute the fitness values and sorted them to determine 

the optimal solution. 

27:  End If.                      //Explorer Drops phase 

28:  End If.                                 //check condition 

29:  Increment value of 'g', for next explorer E_g. 

30:  End For. 

31:  Determine the latest best solution. 

32:  Z=Z+1. 

33: End While. 

34: Output the latest best optimal solution. 

 

3.6.  Flowchart 

Flowchart of hybrid DGH-BWO algorithm is shown in Figure 2. Transition from DGH’s expedition 

phase to BWO’s refinement phase allows the algorithm to maintain a balanced search. Check condition 

strategically decide the switch between the phases, preventing lengthen focus on suboptimal areas. 

 

3.7.  Objective function 

The objective function for cloud task scheduling is modelled as: 
 

𝑀𝑖𝑛 𝐹(𝑥) = 𝑤1 × (1 − 𝑅𝑈) + 𝑤2 × (1 ÷ 𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡) + 𝑤3 × (1 − 𝑇𝐺𝑅) + 𝑤4 ×𝑀𝑅𝑇 +𝑤5 × 𝐶𝐸. (25) 
 

where, RU is resource utilization, TGR is task guarantee ratio, MRT is mean response time, CE is consumed 

energy. Above, 𝑤1,𝑤2,𝑤3, 𝑤4, 𝑎𝑛𝑑 𝑤5, are the non-negative weights. ′𝑥′𝑖𝑛 𝐹(𝑥), signifies a solution vector 

representing the task-to-virtual machine assignment. 

 

 

4. EXPERIMENTAL SETUP 

Python platform is used to test the proposed “Hybrid DGH-BWO” task scheduling model. For 

examination, following assumptions are considered: 

1) The explorers count, 𝑛 = 10. 

2) Maximal count of repetitions, 𝑍𝑚𝑎𝑥 = 250. 
3) For check conditions in (1), the two odd prime numbers taken are: ‘A’=7 and ‘B’=9. 

4) The proposed model is compared with DGO [14], ESOA [20], BWO [9], and WaOA [21]. 

5) Five different configurations are taken for servers’ and tasks’ to be scheduled, for the cloud environment 

and is shown in Table 1. 
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Figure 2. Flowchart of hybrid DGH-BWO algorithm 

 

 

Table 1. Five different configurations for servers and tasks for the cloud environment 
Configuration number 

(CN) 

Servers’ configuration Tasks’ configuration 

Total servers Memory size CPU Total tasks Memory size Required CPU 

CN1 10 5-7 GB 150-180 GB 90 950 MB-1.9 GB 25-35 GB 
CN2 25 13-18 GB 310-340 GB 180 4-8 GB 78-98 GB 

CN3 45 30-34 GB 645-685 GB 285 11-14 GB 118-138 GB 

CN4 73 60-65 GB 800-825 GB 385 18-23 GB 148-150 GB 
CN5 95 78-83 GB 5-7 TB 490 28-32 GB 173-178 GB 

 

 

5. RESULTS AND DISCUSSION 

We performed the cost function, and performance analysis on the basis of resource utilization, task 

guarantee ratio, security and throughput, and are discussed in subsection 5.1 and 5.2 respectively. Subsection 

5.3 shows the performance analysis based on consumed energy and mean response time. In addition, statistical 

analysis at different configurations, as shown in Table 1, is presented in subsection 5.4. The paper uses graphs 

to visually compare the algorithms. The graphs show how the “hybrid DGH-BWO” consistently outperforms 

other algorithms by providing better optimization results across most configurations. 

 

5.1.  Cost function examination 

The cost function is analyzed at different configurations, CN1, CN2, CN3, CN4, and CN5 and is 

shown in Figure 3 from Figures 3(a) to 3(e) respectively. The cost function in this paper evaluates and shows 

how efficiently the proposed “hybrid DGH-BWO” converges as the number of repetitions increases during the 

task scheduling process, as compared to the other algorithms and thus signifies the algorithm’s efficiency in 

finding optimal solutions.  
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(a) (b) 

  

  
(c) (d) 

 

 
(e) 

 

Figure 3. Cost function analysis at configuration (a) CN1, (b) CN2, (c) CN3, (d) CN4, and (e) CN5 

 

 

5.2.  Performance analysis 

The performance analysis with respect to resource utilization, task guarantee ratio, security and 

throughput is shown in the Figure 4 from Figures 4(a) to 4(d) respectively. The results shows that the “hybrid 

DGH-BWO” has better outcomes than other algorithms. 

 

5.2.1. Performance analysis based on consumed energy and mean response time 

In Figure 5, Figures 5(a) and 5(b) shows that the “hybrid DGH-BWO” minimizes energy consumption 

better than others due to its focus on resource optimization, and provides a lower mean response time compared 

to other algorithms due to its balance of expedition via DGO and convergence via BWO.  

 

5.3.  Statistical evaluation 

We conducted the statistical analysis at different configurations CN1, CN2, CN3, CN4, and CN5 is 

shown in Figures 6 to 10 respectively. The results demonstrates that the “hybrid DGH-BWO” algorithm 

improves efficiency by 10-12% over existing algorithms. 
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(a) (b) 

  

  
(c) (d) 

 

Figure 4. Performance analysis at (a) resource utilization, (b) task guarantee ratio, (c) security,  

and (d) throughput 

 

 

  
(a) (b) 

 

Figure 5. Performance analysis with respect to (a) energy consumption and (b) mean response time 

 

 

 
 

Figure 6. Statistical analysis at configuration CN1 
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Figure 7. Statistical analysis at configuration CN2 

 

 

 
 

Figure 8. Statistical analysis at configuration CN3 

 

 

 
 

Figure 9. Statistical analysis at configuration CN4 

 

 

 
 

Figure 10. Statistical analysis at configuration CN5 

 

 

5.4.  Findings 

5.4.1. Analysis of findings 

The study focused to examined the outcomes of hybridization of metaheuristic algorithms – DGO and 

BWO- which yields to “hybrid DGH-BWO” algorithm and comparing it with other metaheuristic algorithms. 

Here, we gave some major findings collected from the experimental setup and results. Our findings demonstrate 

that the outcomes of “hybrid DGH-BWO”, is more effective in tasks scheduling over cloud environment. In 

this study, the graphical views clearly demonstrate that the proposed method leads to higher resource 

utilization, task guarantee ratio and throughput. In addition, the proposed method also optimized the response 

time and energy consumption. 

 

5.4.2. Explanation of results 

Our study of the following individual algorithms – DGO, BWO, ESO, and WaOA, suggests that DGO 

and ESO algorithms have a powerful focus on expedition phase, whereas BWO and WaOA algorithms 
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prioritize convergence phase. Moreover, all these algorithms have a tendency of premature convergence, which 

is a situation in which the algorithm stops searching for a better solution prematurely. This unbalancing 

between expedition and convergence phase and premature convergence, prevents the algorithms to achieve the 

optimization criteria of task scheduling over cloud environment. Whereas, our proposed method demonstrates 

that hybridization of DGO and BWO algorithms magnifies expedition and convergence, which reduces the 

premature convergence to an extend and this leads towards the superiority of finding better solution. And the 

outcomes of these individual algorithms and proposed method are graphically visualized in the section 5.1. and 

section 5.2. 

 

5.4.3. Future aspects 

The scope of our findings could be applicable to various real-world applications. Our assumption is 

assumed to be true, that in the engineering domain, the proposed algorithm could be utilized to optimize the 

design of bridges, buildings, and other structures by fine-tuning the parameters such as material distribution, 

load-bearing capacity, and structural integrity. The proposed algorithm could be better utilized in the field of 

telecommunication to optimize the network routing problem. Moreover, the proposed method could present 

exciting opportunities for enhancing manufacturing processes across various industries. Manufacturing 

companies can optimize production schedules, minimize downtime, and enhance resource utilization to 

improve overall efficiency and productivity in their operations. This leads to reduced lead times, increased 

throughput, and cost savings in manufacturing processes. 

 

5.4.4. Limitations 

This study reported an overall list of challenges to deal with the proposed method. This includes the 

design complication, where we need to integrate DGO and BWO thoughtfully to prevent unnecessary 

complexity. Moreover, DGO almost has no control parameters and BWO has some. So, combining them 

requires adding more parameters, which could make it challenging to find the best configuration. Our analysis 

further suggests that, finding the right balance between DGO's randomness and BWO's social behavior is very 

essential, as too much randomness might reduce effectiveness, while overreliance on BWO's social aspects 

could limit the expedition. We need to be aware of these limitations while considering the future aspects of our 

work. They offer opportunities for more in-depth research, as well as a unique technique of hybridizing.  

 

 

6. CONCLUSION 

Latest observations suggest that the hybridized metaheuristic algorithms offer more powerful ways of 

solving optimization problems rather than individual algorithms. Our proposed method “hybrid DGH-BWO” 

algorithm, holds potential to optimize the task scheduling over cloud environment in an efficient way. In this 

study, the “hybrid DGH-BWO” algorithm offers significant advantages for cloud task scheduling by combining 

the strengths of DGO and BWO optimization algorithms. Our results display improved resource utilization, 

task guarantee ratio and reduced energy consumption and mean response time. These factors increase 

robustness, enhance scalability and optimize the QoS. Careful designing, proper parameters selection and 

tuning, and evaluation are essential components for the successful execution of the proposed method. 
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