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ABSTRACT

Indonesia is one of the countries that is rich in biodiversity and has a high pop-
ulation growth. This condition can cause Indonesia to have problems related to
the natural environment that are more complex than other countries. Hence, this
has created a lot of discussions regarding natural environmental issues in Indone-
sia on social media platforms. In this case, stakeholders like the government in
general can utilize sentiment analysis (SA) to comprehend the public’s views to
allow them to better fit the public’s expectations when formulating a particular
policy that related to the environmental sustainability (ES) issues. This paper
built the first open dataset of Indonesian SA dataset in ES topics collected from
Instagram. As the benchmark of our dataset, we used IndoBERT model variant
for constructing the model and the experiment result shows that model based on
IndoBERT-large-p2 obtained the best performance with 72.44% of F1-score.
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1. INTRODUCTION
Environmental sustainability (ES) is one topic that has received more attention in this era. This takes

place mainly because its influence all aspects of life especially in health and life quality. The issues in this
domain must be discussed and solved together collectively by the governments and the public. Governments
have more crucial role since they can propose and control the ES’s policies and regulations. The Public also has
an essential role in terms of supervising and evaluating the government’s policies and actions, and reporting to
their government if there are ES issues around them. In the current social media era, citizens often discuss and
report an ES issue on their social media. Hence, the relationship between people and the environment through
sentiment analysis (SA) may be crucial to be explored [1].

SA has been broadly applied to several topics SA on patient feedback [2], [3], public facility reviews
[4], [5], and product reviews [6], [7], to gauge how people perceive services, products, or other specific dis-
course topics. Concerning environmental issues, SA can help us comprehend the public’s views of the condition
of the environment and the government environmental policies that are happening. This can allow governments
to better fit the public’s expectations when they decide on what needs to be fixed for environmental issues in
their representative.

In recent years, some research has been done to explore SA applied to ES topics from various per-
spectives with various approaches. Ibrohim et al. [1], a systematic review of SA for ES topics is conducted
to explore what tasks, techniques, and benchmarks have been used in this growing research area. Dahbi et al.
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[8] have researched SA in the Moroccan language related to the smart city in Morocco. Zhang et al. [9] con-
ducted sentiment classification research related to public opinions about food safety in China. They used the
IFoodCloud application to gather public opinions and used machine learning and deep learning algorithms to
classify the data.

Indonesia is the country with the second most biodiverse country [10] and the fourth largest population
[11]. This condition can cause Indonesia to have problems related to the ES that are more complex than other
countries because there will be a lot of interaction between humans and the natural environment components.
This situation has also created a lot of discussions regarding natural environmental issues in Indonesia in
newspapers, blogs, and social media. On social media, users engage in online interaction which leads to
the generation of a substantial volume of user-generated information. In addition, social media users come
from all over the world with different interests and mindsets [12]. The development of this vast user-generated
content can improve the management of existing ES monitoring systems. Based on survey conducted by
[13], Instagram is the most used social media for discussing and campaigning on natural environment issues
(especially climate change) among users with an age range 20-29 years old, which is the age range of users with
the most social media exposure in Indonesia. Therefore, we can get a wide variety of information, specifically
in this study for collecting data and analyze the sentiment with regards to the ES issues in Indonesia.

To the best of our knowledge, research for SA applied in ES related topics in Indonesian social media is
still very rare. Michael and Utama [14] used Naive Bayes (NB) for conducting SA in waste management cases
by utilizing Indonesian tweets. Indra et al. [15] used the k-nearest neighbor (KNN) algorithm to comprehend
the public view of social and political orientation in Pekanbaru City by utilizing Indonesian tweets. One of the
social orientations used is environmental issues in Pekanbaru City. Sugiharti and Fauziah [16] used KNN and
maximum entropy methods and Indonesian tweets to gauge public views on menstrual cups to reduce menstrual
waste. Fontanella et al. [17] used NLTK to analyze the sentiment of the public in Indonesian tweets concerning
the implementation of environmental protection and management of coal waste. For research in Indonesian SA
about ES topics, unfortunately, we found that all previous works do not share their dataset with the public so
other researchers cannot reproduce and enhance their research.

In the terms of classifier used, we found that most of the algorithms previously mentioned rely on
heavy feature engineering and pose challenges in terms of optimization. SA, especially using traditional ma-
chine learning algorithms, fails to capture the context or the meaning in entire sentences of tweet data due to a
limited understanding of semantics and word sequence as they only see certain patterns. This situation requires
additional preprocessing or feature engineering. Therefore, this makes analysis more difficult for an algorithm
to accurately capture the intended meaning and context of a sentence [18], [19].

Nowadays, most of the state-of-the-art of SA tasks have been achieved by using a model based on
bidirectional encoder representations from transformers (BERT) pre-trained model [20]–[23]. In this paper, we
focus on the implementation of Indonesian BERT (IndoBERT) [24]. In summary, the main contributions of our
paper are as follows:
− Building the first open dataset and model for ES vs non-ES topic classification that is useful for ES data

filtering before SA annotation;
− Building the first open dataset for Indonesian Instagram SA in SE topics where each data is annotated by

three native annotators;
− Providing benchmark experiment for our dataset including error analysis to help the community in conduct-

ing a good system for ES monitoring.
We release our code and dataset in [25]. The rest of this paper is organized as follows. Section 2

discusses related works, section 3 discusses the step for building the dataset and explaining how our experi-
ments are conducted, section 4 presents the experiment results and analysis. Finally, section 5 discusses the
conclusions and future works suggestions of this paper.

2. RELATED WORKS
Studies related to SA in ES topics have increased in the past few years. Dahbi et al. [8] conducted

SA using Twitter and Facebook data in the Moroccan language regarding the smart cities in Morocco. The
characteristics of smart city in the dataset include pollution, congestion, security risks, and urban resources.
They used support vector machine (SVM), NB, KNN, and decision tree (DT) algorithms to build the SA model.
Binary weighting for feature extraction is used in this research. The highest accuracy value was achieved by
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using the SVM algorithm with an accuracy of 94.1%. Zhang et al. [9], conducted SA about public opinions of
food safety in China such as views on food adulteration, food-borne diseases, agricultural pollution, irregular
food distribution, and problems with food production. The data used was taken from IFoodCloud, a platform
built for real-time SA of public opinion on food safety in China. They collect about 3,100 data for experiments
and built a model using the lexicon-based algorithm, SVM, multilayer perceptron (MLP), and long short-term
memory (LSTM). The best model is achieved by the LSTM algorithm with 97.37% of F1-score.

In Indonesia, there also are studies involving SA on ES topics. Michael and Utama [14], conducted
SA concerning waste management cases in Indonesia with the help of the KNN algorithm. The cases were
collected from Indonesia tweets with the keywords of sampah (waste), polusi (pollution), lingkungan (environ-
ment), and manajemen (management). The KNN model achieved an accuracy of 65.02% for this task. Indra
et al. [15] utilized the KNN algorithm to comprehend the social orientation of the public in Pekanbaru city.
One of the public orientations discussed was environmental issues. The data were collected from Indonesian
tweets. Environmental issues were the social orientation component that received the most negative sentiment
(56% of the environmental data collected). Based on the discourses, “sampah” (garbage, waste, and trash) was
the most posted and discussed word on the data along with “banjir” (flood) and “polusi udara” (air pollution).
Sugiharti and Fauziah [16] built an SA model based on maximum entropy and KNN algorithms to comprehend
public views on menstrual waste and the utilization of menstrual cups. They used 1,108 Indonesian tweets
for building the model. The best model was achieved based on maximum entropy with an accuracy of 84.6%.
Fontanella et al. [17] used NLTK to analyze the sentiment of the public concerning the implementation of en-
vironmental protection and management of coal waste. They collected data from Indonesian tweets with a total
of 236 tweets. The results showed that the public opinions tended to be negative sentiments with an accuracy
rate is 77.40%.

From our literature review process and also stated in a survey by [1] findings, there is one big issue for
the NLP communities in building an SA model in ES topics, i.e. the existence of an open dataset. Especially
for the Indonesian dataset, all previous research only works in small datasets in a specific ES topic where they
do not share the dataset with the public. Therefore, as a country that potentially has bigger ES issues than other
countries as mentioned in section 1, there is a need to build an open dataset that widely covers ES topics issue in
this language so that the community can help the Indonesian government in conducting a good ES monitoring
system.

In 2023, Bosco et al. [26] created a complete annotation guideline for collecting and annotating
structured sentiment analysis (SSA) data in ES topics. They used 12 keywords to collect Italian Twitter data
and 120 keywords to collect 120 English Twitter data. The dataset collected covers all 10 ES topics defined
by [1] namely sustainability, environment, green, organism, pollution, waste, food, energy, carbon, and climate
change. For the annotation process, they annotate their dataset in two schemas. For the Italian dataset, they
perform complete SSA annotation where a tweet is annotated in span and relation tuple label (holder, target,
sentiment term, sentiment polarity, and topic). Meanwhile, for the English dataset, they annotate the sentiment
term and its polarity in the form of relation tuple (sentiment term and sentiment polarity) and plan to continue
to get full annotation scheme as they did in the Italian data in the second stage. In this case, both Italian and
English datasets are annotated by three annotators for each data, where they use a native expert annotator for
Italian data and use native crowdsource annotator from Prolific [27] for English data. For the evaluation, they
use Fleiss’ [28] and Cohen’s κ [29] score and show that both datasets they built are valid for the experiment.
Unfortunately, their work is only focused on dataset building without experimenting. They also do not discuss
how to aggregate the final label as they annotate at span-level using more than one annotator. For span-level
aggregation, Barbieri et al. [30] annotated the SA dataset with the same schema did by [26] in their English
dataset. In this case, Barbieri et al. [30] convert the span-level annotation to the document-level annotation via
majority voting between annotated sentiment terms.

As mentioned in section 1 and also stated in survey findings conducted by [1], most of the existing SA
in ES topics modeling still rely on lexicon-based libraries and classic machine learning algorithms. Meanwhile,
the current state-of-the-art in SA modeling relies on a BERT-based pre-trained model. For SA in Indonesian
data, Wilie et al. [24] shows that the BERT-based model outperforms all classic machine learning and classic
deep learning models in the SA task in the general topic. In this case, they train various BERT-based models
named IndoBERT and share the pre-trained model with the public so that the NLP community can fine-tune it
for a specific downstream task. Therefore, it is interesting to use this IndoBERT-based model for Indonesian
SA in ES topics modeling as a benchmark.

Indonesian sentiment analysis in natural environment topics (Christofer Octovianto)
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3. METHOD
This section details the process of applying SA for the natural environment using IndoBERT-based

pre-trained models. The flow of our research experiment can be seen in Figure 1. In general, the process is
divided into two, namely dataset building as (subsection 3.1) and model building (subsection 3.2).

Figure 1. Research experiment flow

3.1. Dataset building
The data used for creating the dataset for this paper comes from Instagram. Data in the form of an

Instagram post caption is collected with InstaTouch [31] library within the date range of 9 August 2023 until 10
October 2023. We translate and extend keywords used by [26] and obtained 152 keywords in total [25]. In the
data collection process, we use both word/phrase form and hashtag form as done by [26]. From this process,
the amount of Instagram data that was successfully collected was 135,007 data (including some duplicate data
in which more than one of the keywords occurred).

To get a valid dataset, we perform data filtering before the data annotation process. First, we erased
duplicate and non-Indonesian data using Langdetect library [32] to avoid evaluation bias result in the modeling
process later. This process gives 37,158 unique Indonesian data. Second, we filtered each data based on whether
its content is on ES topics or not to avoid non-ES data contamination in our dataset. Based on preliminary
qualitative analysis, there is some data that its content is not on environmental topics but contains the keywords
that we used to collect Instagram data. This data instead discusses advertising, promotions, and lifestyle.
Therefore, we created a model that can filter Instagram data that has context on environmental topics or not. To
the best of our knowledge, there has been no research in Indonesian ES topic classification. We built a dataset
for this task with a manually labeled sample of 600 data from previous filtering results with the composition of
300 data for ES topic and 300 data for non-ES topic. Then, we split the sample with a standard split ratio of
80% for training data and 20% for testing data. We used one of IndoBERT-based models namely IndoBERT-
base-p1 [24] and achieved a macro F1-score of 87.60%. This result indicates the model is good enough to be
used for environmental topic filtering. We do not do many experiments for this process as this is only used
for filtering before the manual annotation process. 8,889 data have content on ES topics from this filtering
process. Third, we filtered based on automatic sentiment label to avoid extreme data-imbalanced in regards
to the manual sentiment labeling process label. We used the Akahana model [33], an IndoBERT-based model
that already fine-tuned for Indonesian sentiment classification at the document level. To keep balancedness
data across ES topics, we target 500 data for each topic with the composition of 175 with positive sentiment,
150 data with neutral sentiment, and 175 data with negative sentiment from the automatic sentiment labeling
process. From 10 ES topics, only five topics achieved this target namely climate change, energy, environment,
pollution, and waste, so we obtained 2,500 Instagram posts for the manual annotation process.

For the annotation part, we adapted annotation data guidelines and process from [26] for their En-
glish dataset. We annotate expression terms (span-level annotation) which are groups of adjacent or closely
connected words in the data that contain a positive expression (labeled as Exp Positive) or negative ex-
pression (labeled as Exp Negative). The positive expression represents an act of supporting, giving a good
assessment, and appreciating an action or policy related to the natural environment. Meanwhile, the nega-
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tive expression represents rejecting, giving a bad assessment, and criticizing an action or policy related to
the natural environment. We hired three native Indonesian speakers that have at least a bachelor’s degree for
this task.

The Langing Annotate (an online data annotation platform) [34] is used to annotate the data. To ensure
that all three annotators understood the annotation guidelines, we conducted a pilot study by asking them to
annotate 150 data samples that have been annotated by us and evaluate the the agreement score between each
annotator and with us using pairwise Cohen’s κ [29]. If an annotator candidate has an average pairwise Cohen’s
κ less than 0.4, we will look for new annotator candidate and test them with the same procedure. We follow
the procedure of κ interpretation level given by [35] for this examination. Once the average pairwise Cohen’s
κ for all annotators is more than or equal to 0.4, we ask them to annotate all 2,500 data that we obtained from
the filtration process. When the annotators have completed their annotations, we calculated Fleiss’ κ [28] to
evaluate the agreement level for all annotator results and we got a score of 0.5583, indicating the agreement
level has a moderate level [35] and is suitable for the experiment.

The example of annotation results can be seen in Figure 2. In Figure 2(a), there are two terms an-
notated as negative expressions. The first term “harus segera dihentikan” (must be stopped immediately)
represents rejection of industry that produces carbon emission. The second term “berdampak relatif lebih
besar terhadap pencemaran lingkungan” (has a relatively greater impact on environmental pollution) repre-
sents criticism of carbon emission produced by industry around the city that leads to environmental pollution.
In Figure 2(b) there are two terms annotated as negative expressions and one term annotated as positive
expression.

The first term “bikin cadangan energinya makin sedikit” (reduce energy reserves) and the second term
“dampak buruknya” (the bad impact) represent criticism of the impact of continuous use of fossil energy. The
third term “gak akan habis” (will not run out) represents giving a good assessment of using renewable energy.
In Figure 2(c), there are two terms annotated as positive expressions. The first term “langkah kecil menuju
perubahan besar” (small steps towards big change) and the second term ”mencapai masa depan yang lebih
cerah dan berkelanjutan” (achieve a brighter and more sustainable future) represent an act of supporting the
use of renewable energy, smart waste processing, and emission reduction.

In Figure 2(d), there are two terms annotated as positive expressions and one term annotated as neg-
ative expression. The first term “setorkan sampah terpilah ke bank sampah terdekat” (deposit sorted waste to
the nearest waste bank) and the second term “terintegrasi” (integrated) represent support and benefits for the
use of waste banks in the local community, respectively. The third term “mencemari lingkungan” (contaminate
the environment) represents the negative impacts that can occur if waste is not managed properly in the local
community. In Figure 2(e), there is no term annotated as either negative or positive expression. In Figure 2(f),
there are equally terms annotated as positive and negative expressions. The first term “tenggelam” (drowned)
and “segala bahayanya” (all the dangers) are directed to the negative effects about waste felt in the local com-
munity. The third term “Yuk sama-sama” (let’s do it together) and the fourth term “mengurangi sampah
plastik” (reduce the plastic waste) are directed to the local community to support plastic waste reduction
movement.

We use majority voting in code to determine the final label for each data in two steps following [30].
First, it converts span-level labels to document-level labels by performing majority voting on each annota-
tor’s results. Majority voting is performed by calculating the number of highest expression terms: labeled as
“POSITIVE” if the highest expression term is a positive expression and labeled as “NEGATIVE” if the highest
expression term is a negative expression. If the number of terms containing negative expressions and positive
expressions is the same or there are no expression terms at all in the data, then the data will be labeled as
“NEUTRAL”. The sample of conversion result to document-level label can be seen in Table 1. Second, the
code determines the final label by performing majority voting on the three document-level labels on each data.
This process occurs because we have three document-level labels from three annotator results for each data, but
the model we will use requires only one label as input for each data. There is several data is removed because
no agreement is found (strong disagreement). Therefore, the total data in the dataset for this experiment is
2,391 data which consists of 1,251 data with the label “POSITIVE”, 288 data with the label “NEUTRAL”, and
852 data with the label “NEGATIVE”.

Indonesian sentiment analysis in natural environment topics (Christofer Octovianto)
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(a) (b)

(c) (d)

(e) (f)

Figure 2. Example of data with span-level labels: (a) negative expression term, (b) majority negative
expression term, (c) positive expression term, (d) majority positive expression term, (e) no expression term,

and (f) equal expression term

Table 1. Example of document-level label conversion by majority voting on span-level label
Figure # Positive term # Negative term Document-level label

2(a) 0 2 NEGATIVE
2(b) 1 2 NEGATIVE
2(c) 2 0 POSITIVE
2(d) 2 1 POSITIVE
2(e) 0 0 NEUTRAL
2(f) 2 2 NEUTRAL

3.2. Model building
After the dataset building process, we split the dataset with a ratio of 80:20 (standard split), 80% of

the data will be used as training data and 20% of the data will be used as testing data. We further split the
training data with the same ratio, 80% of data will be used as training data and 20% of data will be used as
validation data.

Indonesian J Elec Eng & Comp Sci, Vol. 38, No. 2, May 2025: 1353–1366
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We use a variant of IndoBERT models [24] in analyzing sentiment on a dataset that discusses natu-
ral environment in Indonesian Instagram, namely IndoBERT-lite-base-p2, IndoBERT-lite-large-p2, IndoBERT-
base-p2, and IndoBERT-large-p2. IndoBERT model is a pre-trained language model that was trained on Indone-
sian corpus Indo4B which is collected from Indonesian Wikipedia, news articles, blogs, and social media, with
a size of approximately 4 billion Indonesian words. The model is designed to be fine-tuned on natural language
processing tasks such as SA, named entity recognition, question answering, and summarization. IndoBERT is
constructed based on two architectures: BERT [20] and ALBERT [36]. IndoBERT-base and IndoBERT-large
architectures follow BERTBASE (12 layers, 768 hidden sizes, 12 self-attention heads, total parameters of
110M) and BERTLARGE (24 layers, 1,024 hidden sizes, 16 self-attention heads, total parameters of 340 M)
architectures respectively. IndoBERT-lite-base and IndoBERT-lite-large architectures follow ALBERTBASE

(12 layers, 768 hidden sizes, 12 self-attention heads, total parameters of 12 M) and ALBERTLARGE (24 lay-
ers, 1,024 hidden sizes, 16 self-attention heads, total parameters of 18M) architectures respectively. Willie et
al. [24] used two phases for training IndoBERT. In the first phase (p1), IndoBERT was trained on the Indo4B
corpus with a maximum sequence length of 128. Then, in the second phase (p2), IndoBERT was further trained
on the same corpus with a maximum sequence length of 512. The second phase scheme with a longer sequence
allows the model to understand the meaning of words based on the surrounding context more deeply and bet-
ter. We will use training data to fine-tune all variants of IndoBERT models and validation data to adjust the
hyperparameters setup used. Then, We use the fine-tuned IndoBERT model to classify sentiment on testing
data to “POSITIVE” (having positive sentiment), “NEGATIVE” (having negative sentiment), or “NEUTRAL”
(having neutral sentiment) labels. The simpletransformers [37] library is used to implement all variants of the
IndoBERT model.

The evaluation metric used for measuring the performance of the fined-tuned model is macro average
F1-score. Macro average F1-score [38] is calculated by averaging the F1-score value in each class with the same
weight. The metric is particularly useful in cases of imbalanced datasets, as it provides a balanced evaluation of
model performance across all classes. We use Scikit-Learn [39] library to implement the F1-score evaluation.

4. RESULTS AND DISCUSSIONS
This section discusses the results of our research including the dataset-building result (subsection 4.1)

and model-building results (subsection 4.2).

4.1. Data building result and discussion
We built a word cloud to gain insight into what is being discussed based on frequently occurring words

in the dataset. Figure 3 shows word cloud per label. Figure 3(a) shows words that often appear in data labeled as
“POSITIVE”. Some examples of the words that often appear are “indonesia” (Indonesia), “lingkungan hidup”
(environment), “lingkungan” (environment), “kegiatan” (activity), and “sampah” (trash). We concluded that
most data labeled as “POSITIVE” discusses environmental activities related to trash in Indonesia. Figure 3(b)
shows words that often appear in data labeled as “NEUTRAL”. Some examples of the words that often appear
are “sampah” (trash), “indonesia” (Indonesia), “bahan bakar” (fuel), “lingkungan” (environment), and “lim-
bah” (waste). We concluded that most data labeled as “NEUTRAL” discusses waste and fuel in the Indonesian
environment. Figure 3(c) shows words that often appear in data labeled as “NEGATIVE”. Some examples of
the words that often appear are “indonesia” (Indonesia), “polusi udara” (air pollution), “polusi” (pollution),
“lingkungan” (environment), and “sampah” (trash). We concluded that most data labeled as “NEGATIVE”
discusses air pollution and trash in the Indonesian environment. Based on the word cloud of the three labels,
the frequently occurring words are waste and environment. These word clouds can then be utilized as a support
system for the government or stakeholders to better manage the presence of waste in the environment based on
public perceptions.

As mentioned in subsection 3.2, for the experiment, we use 20% of data for the test set. From the
remaining 80% data, we use 20% of them for the validation set while the rest is for the training set. The dataset
distribution of training, validation, and testing data can be seen in Table 2. Table 2 shows that the dataset is
quite imbalanced where the positive label becomes the majority label. This imbalanced proportion may give
challenges in the modeling process. In this case, if we do not apply the proposed filtering process, we may
obtain a more extreme imbalanced dataset.

Indonesian sentiment analysis in natural environment topics (Christofer Octovianto)
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(a) (b)

(c)

Figure 3. Word cloud for data per label as: (a) ”POSITIVE”, (b) ”NEUTRAL”, and (c) ”NEGATIVE”

Table 2. Distribution of sentiment in dataset
Dataset NEGATIVE POSITIVE NEUTRAL Total
Training 545 800 184 1,529

Validation 136 201 46 383
Testing 171 250 58 479
Total 852 1,251 288 2,391

4.2. Model building results and discussions
For the model building experiment, we adapted the hyperparameter setup from [20] that can be seen

in Table 3. We used the NVIDIA DGX-A100 system to train and evaluate all the models. Our experiment
result can be seen in Table 4. The best F1-score on testing data is achieved by the model based on IndoBERT-
large-p2 with the value of 72.44%. For more detail, it can be seen that the bigger the model’s parameter the
better the model performance. Therefore, it would be interesting to use a model with bigger parameters for
the task. Moreover, it would also be interesting for future work to train the IndoBERT model on an Instagram
dataset and use it for the task. Koto et al. [40] shows that the IndoBERT model trained on the dataset with the
same type as a dataset for a task can achieve better performance compared to the IndoBERT model trained on
general data like Wikipedia and News data. According to [40], their IndoBERTweet model (IndoBERT which
was trained on Indonesian tweets) surpassed empirically the other IndoBERT variants trained on general data
in solving NLP tasks with tweet datasets.

To see the most difficult label to predict by the best model, we created a confusion matrix as in
Figure 4. Figure 4 shows the most difficult label to predict is the “NEUTRAL” label. This phenomenon
is expected because neutral sentiment is in the middle of polarity between negative and positive sentiment.
Hence, it could contain opinion terms that are slightly negative or slightly positive. Moreover, in our Dataset
training in Table 2, data with the label “NEUTRAL” is the fewest which makes it more challenging for the
model to learn this kind of data. For future work, it might need to add more data with a “NEUTRAL” label to
help improve model prediction. The researchers [41], [42] shows that a model can perform well once they are
given a sufficient quantity of data.

Indonesian J Elec Eng & Comp Sci, Vol. 38, No. 2, May 2025: 1353–1366
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Table 3. Hyperparameter setup to fine-tune IndoBERT model [20]
Model Batch size Epoch Learning rate

IndoBERT-lite-base-p2 32 15 4× 10−5

IndoBERT-lite-large-p2 16 15 1× 10−5

IndoBERT-base-p2 32 15 4× 10−5

IndoBERT-large-p2 16 15 4× 10−5

Table 4. Fine-tuned IndoBERT results on testing data
Model F1-score

IndoBERT-lite-base-p2 45.79%
IndoBERT-lite-large-p2 46.66%

IndoBERT-base-p2 68.49%
IndoBERT-large-p2 72.44%

Figure 4. Confusion matrix of model based on IndoBERT-large-p2

For further analysis, we conducted qualitative analysis on a few samples of incorrectly predicted la-
bels. Figure 5 shows sample of incorrectly predicted to have “POSITIVE” label and its annotation results for
annotator 1 in Figure 5(a), annotator 2 in Figure 5(b), and annotator 3 in Figure 5(c). Then, Figure 6 shows
sample of incorrectly predicted to have “NEGATIVE” label and its annotation results for annotator 1 in Figure
6(a), annotator 2 in Figure 6(b), and annotator 3 in Figure 6(c). Finally, Figure 7 shows sample of incorrectly
predicted to have “NEUTRAL” label and its annotation results for annotator 1 in Figure 7(a), annotator 2 in
Figure 7(b), and annotator 3 in Figure 7(c). As can be seen in Table 1, the majority voting code we used
forces data to be represented by a document-level label even if the data contains multiple expression terms
(span-level label). In each of the samples, each annotator result has multiple expression terms (“Exp Positive”
and “Exp Negative”), but no document-level label from the majority voting can represent them well. There-
fore, the overall expression terms in data may not be well represented by the final label, so this process could
mislead the model in predicting the final label. Instead of directly using a model to predict the final label, it
would be interesting to use ensemble learning [43], [44] to determine the final label so it can accommodate
multiple expressions terms contained in the data. We can utilize a more granular form of SA, such as sentiment
term extraction [45], [46] to identify all expression terms and their labels better as the dataset we have built
contains such information. Also, The main focus of Instagram is to convey information through visual compo-
nent. Therefore, it could be interesting to comprehend sentiment polarity through Instagram visual component
and combine it with Instagram text component to gauge public sentiment toward a certain topics (multimodal
SA) [47]–[49].
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(a) (b)

(c)

Figure 5. Example of annotator result of data that was incorrectly predicted to have the label “POSITIVE”:
(a) 1’s, (b) 2’s, and (c) 3’s

(a)

(b)

(c)

Figure 6. Example of annotator result of data that was incorrectly predicted to have the label “NEGATIVE”:
(a) 1’s, (b) 2’s, and (c) 3’s
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(a)

(b)

(c)

Figure 7. Example of annotator result of data that was incorrectly predicted to have the label “NEUTRAL”:
(a) 1’s, (b) 2’s, and (c) 3’s

5. CONCLUSIONS AND FUTURE WORKS
In this research, we successfully built a new dataset of Instagram data in the Indonesian language for

SA on the natural environment. This dataset can be used by researchers and stakeholders to monitor natural
environmental conditions and issues. Hence, the stakeholders can better fit the public’s expectations when
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they develop public policies that do not harm the natural environment. The topics of the natural environment
we used consist of “Environment”, “Climate Change”, “Waste”, “Energy” and “Pollution”. We used three
annotators to manually annotate data and a majority voting method to convert the result into final labels: “POS-
ITIVE”, “NEUTRAL”, and “NEGATIVE”. The size of the dataset is 2,391 consisting of 1,251 data labeled
as “POSITIVE”, 288 data labeled as “NEUTRAL”, and 1,251 labeled as “NEGATIVE”. Also, Our dataset
not only provides the document-level label, but also gives a more granular label that is a span of expression
terms. Before experimenting, We built a word cloud to gain insight into what is being discussed based on the
dataset. Based on the word cloud, the frequently occurring words are waste and environment. These results
can then be utilized as a support system for the government or stakeholders to better manage the presence of
waste in the environment based on public opinions. Then, we experimented with this dataset by comparing the
performance of several IndoBERT models. The best model was achieved based on IndoBERT-large-p2 with
F1-score of 72.44%. This model has the biggest parameter among other models. We created a confusion matrix
to examine the most difficult label to predict. Data with the “NEUTRAL” label was the most difficult label to
predict by the model because it naturally has polarity between positive and negative expression. Also, the data
used in training was the fewest among other labels. In qualitative error analysis, we concluded that the majority
voting process can mislead the model in predicting labels because it can not represent the overall expression
terms in data into a final label.

For the future future work in this experiment, we suggest seven improvements. First, the broader top-
ics of the natural environment (i.e. the 10 initial topics we mentioned) could be used to collect more variation
about the public’s view toward the natural environment. Second, we could utilize other models with larger pa-
rameters since we got the best result from the IndoBERT model with the largest parameters. Third, we can train
IndoBERT variants on Instagram data and use it for solving tasks with Instagram datasets better (i.e. IndoBER-
Tweet model). Fourth, increasing the quantity of data labeled as “NEUTRAL” can help improve the model
representation since it is the fewest among other labels. Fifth, we can utilize ensemble learning to determine
the final label so it can accommodate multiple expressions terms contained in the data. Sixth, we can utilize a
more granular form of SA, such as sentiment term extraction to identify all expression terms and their labels
better since the dataset is compatible with the task. Seventh, The main focus of Instagram is to convey infor-
mation through visual component. Therefore, it could be interesting to comprehend sentiment polarity through
Instagram visual component and combine it with Instagram text component as features to comprehensively
gauge public sentiment toward natural environment topics on Indonesian Instagram (multimodal SA).
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