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 Gastrointestinal (GI) endoscopy images play a crucial role in the detection 

and diagnosis of diseases within the digestive tract. However, the 

development of effective computer vision models for automated analysis and 

denoising of endoscopy images faces challenges arising from the diverse 

nature of abnormalities and the presence of image artefacts. In this work, the 

utilization of an encoder-decoder network for denoising GI endoscopy 

images using the HyperKvasir dataset has been analyzed. This approach 

involves training a custom encoder-decoder model on this extensive multi-

class endoscopy image dataset and assessing its performance across 23 

prevalent classes of digestive tract issues. Here experiments showcase the 

model’s ability to learn robust visual representations from endoscopic data, 

enabling accurate disease prediction. The achieved promising results 

highlight the potential of encoder-decoder architectures as a foundational 

framework for computer-aided endoscopy analysis with a specific focus on 

denoising applications. Our model manages to increase the peak signal-to-

noise ratio (PSNR) of original-noisy pair from 19.118954 to 69.892631 for 

original-reconstructed pair showcasing almost perfect reconstruction. 
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1. INTRODUCTION 

Gastrointestinal (GI) endoscopy is a vital medical procedure allowing for the direct visualization of 

the digestive tract to screen and diagnose diseases. However, the quality of endoscopy images is often 

hampered by noise and artefacts, presenting a challenge for accurate diagnosis [1]. Unlike traditional 

classification models, this approach focuses on denoising endoscopy images obtained from the HyperKvasir 

dataset [2] which contains a diverse set of 10,662 images with 23 disease labels. GI diseases, including 

cancers, inflammation, and infections, impact millions globally each year. 

The field of medical image analysis has seen rapid advancements with the advent of deep learning 

techniques, particularly convolutional neural networks (CNNs). These models have demonstrated remarkable 

success in various endoscopy image analysis tasks, from lesion detection to disease classification [3]-[5]. 

However, the majority of existing research has focused on classification and detection tasks, often 

overlooking the critical preprocessing step of image denoising.  

Recent studies have begun to explore the potential of real-time artificial intelligence (AI) image 

processing systems for the diagnosis of upper GI malignancies Vania et al. [6]. These advancements 
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contribute to the ongoing development of computer-aided diagnosis (CAD) systems for GI endoscopy, 

promising to enhance the accuracy and efficiency of disease detection and classification. 

The primary contribution of this paper is the introduction of ClearNet, an innovative auto-encoder 

based denoising model specifically designed for endoscopy images. Our approach leverages the power of deep 

learning, particularly the encoder-decoder architecture inspired by recent advancements in vision transformer 

networks, to effectively remove noise and enhance image quality. By focusing on the crucial preprocessing step 

of denoising, ClearNet aims to improve the overall performance of subsequent analysis tasks, such as disease 

classification and lesion detection. 

 

 

2. RELATED WORKS 

Numerous studies have delved into leveraging deep learning for automated analysis in endoscopy 

images, initially concentrating on binary classification and detection tasks. A method proposed by [7] utilizes 

JDPCA for lesion detection in GI endoscopic images, achieving high accuracy rates for various conditions, 

surpassing traditional methods. He et al. [8] employs multiple pre-trained CNNs to improve classification of 

lesion types in colonoscopy images. For polyp detection, [9] indicates increased adenoma detection rates with 

AI computer-aided detection during colonoscopy but also highlights higher rates of unnecessary polyp 

removal. A thematic survey [10] on medical image segmentation using deep learning offers insights into 

supervised and weakly supervised learning methods. Tanwar et al. [11] introduce a deep learning approach 

for colorectal polyp detection and classification with 92% accuracy. Borgli et al. [2] hyperKvasir dataset 

facilitates multi-class classification, and [12] review imbalance problems in object detection, but studies 

using this dataset [13] typically focus on single-label classification. 

This work addresses the task of denoising endoscopy images, considering various noise levels, 

presenting a sophisticated deep learning model tailored for this problem. While transformers like DETR have 

gained popularity for detection and classification (16), our study pioneers the use of an encoder-decoder 

transformer-based model for multi-label endoscopy image denoising, showcasing strong performance and 

generalizability. Image denoising remains a crucial challenge across medical imaging modalities, as 

highlighted in [14] survey on noise reduction techniques in lung cancer computed tomography (CT) scan 

images. Litjens et al. [15] provide a comprehensive review of deep learning applications in medical image 

analysis, while CNNs, such as the one utilized by [16], have shown promise for denoising medical images. 

The study [17] proposes the design of deep feed-forward denoising CNNs using residual learning and batch 

normalization to improve medical image denoising performance, particularly for small sample sizes. 

Encoder-decoder models, exemplified by Ronneberger et al. U-net [18] and Tahmid et al. 

conditional adversarial training [19], are commonly employed for image restoration tasks. Lehtinen et al. 

[20] propose a novel approach to signal reconstruction using machine learning, demonstrating the ability to 

restore images from corrupted examples without clean data or explicit statistical models of corruption. 

Transformers, initially developed for natural language processing, have recently been applied to medical 

image analysis, demonstrating their capability to model long-range dependencies in image data. The research 

by He et al. [21] highlights the potential of transformers in improving various aspects of medical imaging, 

including segmentation, classification, and denoising tasks. These advancements could significantly enhance 

the performance of our auto-encoder based denoising model by leveraging the attention mechanisms inherent 

in transformer architectures. 

Generative adversarial networks (GANs) have shown remarkable success in image denoising tasks 

due to their ability to learn and generate high-quality images. Alsaiari et al. [22] utilized a GAN-based 

approach for image denoising, achieving significant improvements in image clarity and noise reduction. 

Unlike their GAN-based method, our approach employs an autoencoder-style U-net architecture, which 

focuses on learning an efficient representation of the input data to achieve effective denoising. 

 

 

3. METHOD 

In this section the methodology of our paper. This section talks about the dataset prepration and 

model used in detail. 

 

3.1.  Dataset description 

HyperKvasir contains 10662 GI tract images labelled with 23 common classes. Figure 1 shows 

sample images from the dataset demonstrating the diversity of visual patterns. With a primary emphasis on 

GI endoscopy, the dataset covers diverse segments of the digestive tract, such as the oesophagus, stomach, 

and colon. The distinguishing feature of the HyperKvasir dataset is its inclusiveness, encompassing not only 

typical endoscopy images but also a comprehensive array of images displaying a wide range of anomalies 

and GI disorders, Figure 2 shows the distribution of classes in the dataset. 
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Figure 1. Sample images from dataset 

 

 

 
 

Figure 2. Dataset classes description 
 

 

3.2.  Model description 

ClearNet is an encoder-decoder architecture inspired by recent vision transformer networks like 

DETR. The proposed model is tailored for denoising GI. As shown in Figure 3, the proposed model consists 

of an Inception-v3 encoder that extracts visual features, followed by a custom decoder for denoising. It has a 

U-Net-style architecture with some modifications. U-net is a CNN architecture that is commonly used for 

semantic segmentation, a task where the model must denoise the given image. 

 

 

 
 

Figure 3. InceptionV3 architecture 
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DETR encoder-decoder: DETR (DEtection TRans- former) presented by [13] is a recent vision 

transformer model for object detection. It consists of a CNN encoder followed by a transformer decoder.  

The CNN encoder extracts feature representations from input images. The transformer decoder then performs 

denoising using these encoded features. A basic depiction of an autoencoder model is shown in Figure 4. The 

inspiration is drawn from DETR’s overall encoder-decoder architecture for our endoscopy image denoising 

model. However, a custom decoder design tailored for the denoising of images is developed. 

InceptionV3: we leverage a pre-trained Inception-v3 CNN as the encoder backbone, similar to 

DETR’s use of a ResNet CNN backbone. Inception-v3 is an innovative CNN architecture proposed by [23]. 

The key feature of Inception-v3 is the Inception modules. These apply convolutional filters of different sizes 

in parallel and concatenate the outputs. Specifically, they use 1×1, 3×3, and 5×5 convolutions. This allows 

the network to capture multi-scale visual features from fine-grained patterns to abstract concepts. 

The work hypothesizes that subtle texture changes in endoscopy images can indicate pathology,  

so this ability is significant. The addition of 1×1 convolutions also reduces dimensionality to improve 

computational efficiency compared to naive stacking of multi-size convolutions. Overall, the Inception-v3 

architecture showed high performance on medical imaging tasks [24] while being optimized for efficiency. 

Autoencoders (U-net): autoencoders represent a fundamental concept in deep learning, specifically 

designed for unsupervised learning tasks. The core idea behind autoencoders is to learn efficient 

representations of data, capturing essential features without explicit labels. Mathematically, the encoder 

operation h=fdecoder(x) transforms the input x into a lower-dimensional representation, while the decoder 

operation xˆ=fdecoder(h) reconstructs the input approximation xˆ. 
 

h =  σ(W_encoder ⋅  x +  b_encoder) (1) 
 

x̂ =  σ(W_decoder ⋅  h +  b_decoder) (2) 
 

ℒ(x, x̂)  =  MSE(x, x̂)  =  1/n ∑(x_i −  x̂_i)^2 (3) 
 

3.3.  Architecture 

A U-net style autoencoder network with a transformer-inspired structure with a CNN backbone for 

blind denoising endoscopy images is proposed. The CNN based autoencoder will work as depicted in  

Figure 5. The encoder leverages a pre-trained Inception-v3 model to extract hierarchical visual features from 

noisy inputs (24). Here’s a representation of how a U-net works: 
 

 

  
 

Figure 4. Basic autoencoder model 
 

Figure 5. Convolutional autoencoder model 
 

 

3.4.  Algorithm 

Here’s a representation of how the U-net in our proposed architecture works: 

1. Input layer: 

- X is the input image. 

2. Contracting path: 

a. Apply convolutional layer with rectified linear unit (ReLU) activation: 

 

𝐶𝑜𝑛𝑣𝑖(𝑋) = 𝜎(𝑊𝑖 ⋅ 𝑋 + 𝑏𝑖) (4) 

 

b. Apply max-pooling layer: 

 



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 38, No. 3, June 2025: 1990-2000 

1994 

𝑃𝑜𝑜𝑙𝑖(𝑋) = 𝑀𝑎𝑥𝑃𝑜𝑜𝑙𝑖𝑛𝑔(𝐶𝑜𝑛𝑣𝑖(𝑋)) (5) 

 

c. Repeat the above steps to create a contracting path with multiple convolutional blocks and pooling 

layers. Save the intermediate feature maps: 
 

𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑠𝑐𝑜𝑛𝑡𝑟𝑎𝑐𝑡𝑖𝑛𝑔 = {𝐶𝑜𝑛𝑣𝑖 , 𝑃𝑜𝑜𝑙𝑖} (6) 

 

3. Bottleneck: 

a. Apply convolutional layer with ReLU activation: 
 

𝐶𝑜𝑛𝑣𝑏𝑜𝑡𝑡𝑙𝑒𝑛𝑒𝑐𝑘(𝑋) = 𝜎(𝑊𝑏 ⋅ 𝑋 + 𝑏𝑏) (7) 
 

b. Perform up-sampling: 
 

𝑈𝑝𝑠𝑎𝑚𝑝𝑙𝑒(𝐶𝑜𝑛𝑣𝑏𝑜𝑡𝑡𝑙𝑒𝑛𝑒𝑐𝑘(𝑋)) (8) 

 

4. Expansive path: 

a. Concatenate the feature maps from the contracting path: 
 

𝐶𝑜𝑛𝑐𝑎𝑡𝑒𝑥𝑝𝑎𝑛𝑠𝑖𝑣𝑒 = 𝐶𝑜𝑛𝑐𝑎𝑡(𝐹𝑒𝑎𝑡𝑐𝑜𝑛𝑐𝑎𝑡 , 𝑈𝑝𝑠𝑎𝑚𝑝𝑙𝑒(𝐶𝑜𝑛𝑣𝑏𝑜𝑡𝑡𝑙𝑒𝑛𝑒𝑐𝑘(𝑋)))  (9) 

 

b. Apply convolutional layer with ReLU activation:  
 

𝐶𝑜𝑛𝑣𝑒(𝐶𝑜𝑛𝑐𝑎𝑡𝑒𝑥𝑝𝑎𝑛𝑠𝑖𝑣𝑒) = 𝜎(𝑊𝑒 ∗ 𝐶𝑜𝑛𝑐𝑎𝑡𝑒𝑥𝑝𝑎𝑛𝑠𝑖𝑣𝑒 + 𝑏𝑒) (10) 

 

c. Apply up sampling: 
 

𝑈𝑝𝑠𝑎𝑚𝑝𝑙𝑒 (𝐶𝑜𝑛𝑣𝑒(𝐶𝑜𝑛𝑐𝑎𝑡𝑒𝑛𝑎𝑡𝑒𝑑𝑒𝑥𝑝𝑎𝑛𝑠𝑖𝑣𝑒)) (11) 

 

d. Repeated the above steps to create an expansive path with multiple convolutional blocks and up 

sampling layers: 
 

𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑠𝑒𝑥𝑝𝑎𝑛𝑠𝑖𝑣𝑒 = {𝐶𝑜𝑛𝑣𝑒 , 𝑈𝑝𝑠𝑎𝑚𝑝𝑙𝑒𝑒} (12) 
 

5. Output layer: 

- Apply convolutional layer with SoftMax activation to obtain the final de-noised image:  
 

𝑌 = 𝑆𝑜𝑓𝑡𝑀𝑎𝑥(𝑊𝑜𝑢𝑡 ∗ 𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑠𝑒𝑥𝑝𝑎𝑛𝑠𝑖𝑣𝑒 + 𝑏𝑜𝑢𝑡) (13) 
 

Inception-v3, renowned for its multi-scale feature learning, employs parallel modules with 

convolutions of varying receptive field sizes, crucial for capturing both fine details and global context in 

medical imaging tasks. Its effectiveness on tasks with limited data makes it suitable for GI image denoising 

[25]. The decoder module utilizes transpose convolutions to upsample encoder embeddings for image 

prediction, aided by skip connections from encoder layers for local detail reconstruction. Our hybrid 

transformer-based U-net combines global reasoning with localization ability, benefiting denoising tasks. 

Optimization employs rms prop optimizer and mean squared error loss on paired real samples with simulated 

noise, enabling the model to handle diverse distortion types without explicit noise modeling. The flexible 

encoder-decoder scheme, coupled with localized skip connections, facilitates image restoration. 

During inference, the trained network enhances noisy endoscopy images to minimize distortion, 

showcasing the synergy of CNN and transformer architectures in denoising. Thorough evaluation 

demonstrates significant improvement in tissue structure and lesion visualization amidst noise. The model 

(Figure 6) is trained end-to-end using MSE loss. Here is a breakdown of the architecture: 

a. Input: the model takes a 256×256-pixel input image with 3 color channels red, green, and blue (RGB). 

b. Inception V3: this model is pre-trained on the ImageNet dataset, which contains over 14 million images. 

The model has 10 layers and includes a variety of layers like convolutional layers, max-pooling layers, 

and batch normalization layers. 

c. Convolutional and batch normalization layers: these layers are used for feature extraction and 

classification. After each convolutional layer, a batch normalization layer is applied to normalize the 

output. 
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𝐶𝑜𝑛𝑣(𝑋) =  𝜎(𝑊 ∗  𝑋 +  𝑏) (14) 
 

𝐵𝑎𝑡𝑐ℎ𝑁𝑜𝑟𝑚(𝑋) =
(𝑋 – 𝜇)

√(𝜎² + 𝜀)
⊙  𝛾 +  𝛽 (15) 

 

d. Up-sampling layers: the up-sampling layers are used to upscale the output of the previous layer by a 

factor of 2. This process helps in obtaining the output of the same size as the input image. 
 

𝑈𝑝𝑆𝑎𝑚𝑝𝑙𝑒(𝑋) =  𝑈𝑝𝑠𝑐𝑎𝑙𝑖𝑛𝑔(𝑋, 𝑓𝑎𝑐𝑡𝑜𝑟 = 2) (16) 
 

e. Convolutional layers: these layers are used for refining the output from the previous layer. They include 

2D convolutional layers, each followed by a batch normalization layer. 
 

𝐶𝑜𝑛𝑣2𝐷(𝑋) =  𝜎(𝑊 ∗  𝑋 +  𝑏) (17) 
 

𝐵𝑎𝑡𝑐ℎ𝑁𝑜𝑟𝑚(𝑋) = ((𝑋 –  𝜇))/√(𝜎^2 +  𝜀) ⊙  𝛾 +  𝛽 (18) 
 

 

 
 

Figure 6. Proposed architecture (a-left to b-right) 
 

 

3.5.  Algorithmic expression for model 

This encoder-decoder model can be explained in the following steps: 

Overall model architecture: the overall model architecture can be represented as: 
 

𝑚 =  𝐸𝑛𝑐𝑜𝑑𝑒𝑟(𝑥) +  𝐷𝑒𝑐𝑜𝑑𝑒𝑟(𝑧) (19) 
 

where x is the input image, z is the feature vector, and m is the output denoised image. 

 

 

4. RESULTS AND DISCUSSION 

The ClearNet is evaluated on the HyperKvasir dataset [2] with 10,662 images from 23 classes, split 

80/20 into train and validation sets. Peak signal-to-noise ratio (PSNR), a metric quantifying reconstruction 

quality compared to the original, is used to assess denoising fidelity as shown in Figure 7. To rigorously 

evaluate noise robustness, specialized training and validation datasets are constructed. 
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The average PSNR of original and noisy images is 19.118954 and the PSNR of original and 

reconstructed image is 69.892631. The increase in PSNR from 19.12 dB to 69.89 dB shows that the noise 

reduction process was highly effective. The reconstructed image has far less noise and is much closer in 

quality to the original image. A PSNR above 50 dB generally indicates near-perfect reconstruction or an 

almost imperceptible difference between the original and the reconstructed image. The closer the PSNR is to 

0 dB, the more dissimilar the noisy image is from the original, meaning more noise or distortion is present. 

 

 

 
 

Figure 7. PSNR values 
 

 

4.1.  Generation of noisy images 

To enable the training and evaluation of image-denoising models, custom datasets is generated by 

artificially corrupting images from the HyperKvasir GI endoscopy dataset. Specifically, random gaussian 

noise is added to the original images to simulate noisy acquisition conditions. Gaussian noise is statistically 

generated from a normal distribution with mean μ and variance σ². It is commonly used to model noise from 

natural sources like sensor noise. The formula for a gaussian noise distribution is: 
 

𝑓(𝑥) =
1

√2𝜋𝜎2 𝑒
−

2(𝑥−𝜇)2

2𝜎2  (20) 

 

To rigorously evaluate noise robustness, specialized training and validation datasets are constructed. 

For the training set, gaussian noise with zero mean and 20% noise level is added to each image.  

The validation set uses a higher 30% noise level, 10% higher than training, to evaluate model generalization. 

This simulated noise generation provides a controllable way to create paired noisy and clean images for 

training denoising models. Exposing models to varying noise levels during training helps learn robust 

representations transferable to handling real-world noise and distortions, enabling rigorous evaluation and 

advancement of endoscopy image denoising techniques. 

Using a noisier validation set rigorously tests the model’s generalization and robustness capabilities. 

If the model learns noise-invariant representations during training, it should handle higher noise levels at 

inference, preventing overfitting to the specific training noise level. Figures 8 and 9 show examples from the 

noisy training (20% noise) and validation (30% noise) sets, respectively, with noise manifesting as grainy 

speckles obscuring details and edges, presenting a major challenge for image processing algorithms. Figure 10 

displays ClearNet’s denoised reconstructions for the noisy validation inputs from Figure 9, effectively 

filtering out noise and recovering cleaner images with restored key features and structures while suppressing 

spurious noise. Qualitatively, the model produces natural-looking reconstructions close to the original 

ground truth images, highlighting its denoising capabilities and ability to learn robust representations 

capturing real-world image structures, distinguishing signal from arbitrarily corrupted noise during testing. 

Quantitative analysis uses PSNR, a metric quantifying the quality of a reconstructed signal compared to its 

original version as shown in Figure 7, to assess the fidelity of denoised images. PSNR and perceptual 

similarity to ground truth validate the qualitative observations. 

 

4.2.  Generation of noisy images 

For the training set, gaussian noise with zero mean and 20% noise level is added to each image.  

The validation set uses a higher 30% noise level to evaluate model generalization, 10% higher than training, 

enabling rigorous testing of robustness and preventing overfitting to the training noise level. Figures 8 and 9 
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show examples from the noisy training (20% noise) and validation (30% noise) sets, respectively, with the 

noise manifesting as grainy speckles obscuring details and edges, presenting a major challenge. Figure 10 

displays the denoised reconstructions by ClearNet for the noisy validation inputs from Figure 9. ClearNet 

effectively filters out the noise, recovering cleaner images with restored key features and structures while 

suppressing spurious noise. Qualitatively, the model produces natural-looking reconstructions close to the 

original ground truth images, highlighting its denoising capabilities and ability to learn robust 

representations that capture real-world image structures, distinguishing signal from arbitrarily corrupted 

noise during testing. Quantitative analysis of reconstruction error and perceptual similarity to the ground 

truth validates these qualitative observations. 

 

 

  
 

Figure 8. 20% noise images 
 

 

 

Figure 9. 30% noise images 
 

 

 
 

Figure 10. Reconstructed images 
 

 

4.3.  Discussion and limitations of research 

Our model successfully increases the average PSNR value of the sample images from 19.12 dB to 

69.89 dB, which showcases its effectiveness in denoising the image. The PSNR value of 69.89 dB shows 

that the reconstructed images are very similar to the original images. This denoising has potential to become 

a very important part of medical diagnosis of GI diseases. This research also paves way for automated 

systems which can be created to help doctors in classifying diseased better and faster. 

In comparison to existing methods, our research introduces a custom encoder-decoder model for 

denoising GI endoscopy images, which significantly outperforms other approaches in this domain.  

Jifara et al. [17] utilized a CNN with residual learning for medical image denoising, achieving a PSNR of 

41.6843, while Chen et al. [16] applied a CNN to low-dose CT scans, reporting a PSNR of 42.1514. These 

studies primarily focused on different imaging modalities like CT, with notable success in improving image 

quality but not specific to endoscopy. Our model, tailored for the HyperKvasir dataset, enhances the PSNR 

from 19.118954 to 69.892631, showcasing nearly perfect reconstruction and demonstrating superior 

denoising performance in the context of endoscopic imaging. This highlights the robustness and applicability 

of our approach in scenarios where precise image reconstruction is critical, thus offering a substantial 

improvement over traditional CNN-based model in both the endoscopic domain and general medical image 

denoising. 

This study has several limitations that should be acknowledged. First, due to computational and 

resource constraints, the model could not be tested in real-world clinical environments, which may affect the 

generalizability of the results. All evaluations were conducted using the same dataset, which may not fully 

represent the variability encountered in practical medical imaging scenarios. Additionally, the field of  

AI-based denoising for medical image enhancement is relatively new, resulting in a limited amount of data 
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and established benchmarks for comparison. Consequently, while our approach shows promise, further 

validation with diverse datasets and real-world applications is necessary to fully assess its efficacy. 

 

 

5. CONCLUSION 

ClearNet, a sophisticated denoising model with an InceptionV3 encoder-decoder architecture, 

demonstrated significant noise reduction and improved tissue visualization on the diverse HyperKvasir 

endoscopy dataset. Trained on images with 20% added Gaussian noise, it successfully removed even 30% 

noise during testing, highlighting its robustness to handle noise levels beyond training. Quantitative and 

qualitative results confirmed enhanced image quality and restored anatomical details obscured by noise. This 

pre-processing step aids gastroenterologists in disease detection by improving tissue visualization. Future 

work includes expanding evaluation across noise types and endoscopy modalities, clinical validation, and 

extending the model for joint denoising and anomaly segmentation. The study demonstrates the promise of 

transformer-based encoder-decoder networks for blind denoising of endoscopic data, potentially enhancing 

workflows and outcomes for GI disease screening. 
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