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 As diabetes affects the health of the entire population, it is a chronic disease 
that is still an important worldwide health issue. Diabetes increases the 

possibility of long-term complications, such as kidney failure and heart 

disease. If this disease is discovered early, people may live longer and in 

better health. In order to detect and prevent particular diseases, machine 
learning (ML) has become essential. An ensemble approach for detection of 

diabetes using support vector machine (SVM) and decision tree (DT) 

presents in this paper. In this case, to identify diabetes, two ML techniques 

are DT and SVM have been combined with an ensemble classifier. They 
obtain the information, they require from the Public Health Institute’s 

statistics area. There are 270 records, or instances, in the collection. This 

dataset includes the following attributes: age, a body mass index (BMI) 

glucose, and insulin. The development of a system that predictions a 
patient’s risk of diabetes is the goal of this analysis. Several performance 

metrics, including F1-score, recall, accuracy, and precision, were used to 

achieve this. From overall results, 96% of precision, 97% of accuracy, 96% 

of F1-score, and 97% of recall values are the results achieved for the 
ensemble model (SVM+DT) which is more effective than other individual 

ML models as DT and SVM. 
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1. INTRODUCTION 

Increased blood sugar or glucose levels are an early sign of diabetes, a chronic disease. A group of 

metabolic diseases collectively referred to as diabetes or diabetes mellitus is brought on by the pancreas 

inability to make insulin during metabolic activity [1]. Insulin is the hormone that the pancreas generates and 

it digests the glucose, which is ingested by food and passes through the bloodstream to the body’s cells to 

provide energy. Hyperglycemia results from an increase in blood sugar levels caused by the pancreas 

inability to produce the insulin hormone is needed for the digestion of glucose [2]. The disease known as 

chronic hyperglycemia has been associated to organ and tissue failure in the body. An unnatural increase in 

https://creativecommons.org/licenses/by-sa/4.0/
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blood glucose levels can be caused by an insulin deficiency or by the body’s cells becoming resistant to the 

effects of insulin. Physical weakness, itching, delayed healing, muscle stiffness, frequent urination, thirst, 

increased hunger, and visual burring are among the common symptoms of diabetes [3]. It will cause a lot of 

problems if it is not medicated. This challenge results in death. 

A healthy lifestyle and a well-balanced diet are two preventive methods that might be thought of to 

reduce the risk of diabetes. Regular checkups make it easier to diagnose diabetes. To identify the disease, 

laboratory testing are also carried out [4]. Diabetes is a metabolic disease that causes a wide range of health 

issues and millions of deaths worldwide every year. It is predicted that the number of diabetics in developing 

countries would increase from 84 million to 228 million by 2030, placing a heavy burden on all healthcare 

systems worldwide [5]. Therefore diabetes prediction model at early stage is the most crucial task and helps 

to avoid the risk of the people from the diseases that lead to cause death. 

Three types of diabetes are present: type 1 diabetes, type 2 diabetes, and type 3 diabetes. When there 

is a shortage of insulin in the body, blood sugar levels rise and the blood sugar metabolism becomes affected. 

This is known as type-1 diabetes. Furthermore, obesity may result from this type of diabetes. Body mass 

index (BMI) increases above an individual’s normal BMI are an indication of obesity [6]. Diabetes type 1 can 

occur throughout childhood or adolescence. The majority of food that humans consume breaks down into 

glucose, it is subsequently discharged into the bloodstream. Insulin, which gives energy for everyday 

activities, is released by the pancreas cell when blood sugar levels increase [7]. When there is not enough 

insulin or if the cells stop responding to the insulin, excess blood sugar remains in the blood. In the long run, 

this might result in major health issues like kidney disease, heart disease, and vision loss. 

Adults with obesity are typically affected by type 2 diabetes. This type of condition occurs when the 

body either cannot make insulin or resists observing it. Type 2 typically affects middle-aged or older groups 

[8]. The lack of an additional provided hypoglycemic agent causes the disease to develop. “This type was 

referred to as “polygenic disease mellitus that is not insulin-dependent”. Overweight is typically the cause. 

Diabetes type 3, sometimes referred to as gestational diabetes is characterized by hyperglycemia 

brought on by changes in hormone levels during pregnancy [9]. In addition, there exist additional causes of 

diabetes, including diseases caused by bacteria or viruses, food toxins or chemicals, autoimmune reactions, 

obesity, unhealthy eating habits, lifestyle changes, pollution from the environment, and so on [10]. 

As the danger of diabetes becomes more well known, machine learning (ML) models have been 

applied in several recent studies as a decision-making support for early disease detection. These models allow 

people to start preventive measures earlier since they have an excellent level of reliability in identifying 

diabetes based on an individual’s current condition. ML algorithms typically identify the desired approximate 

outcome by identifying hidden patterns within a large dataset [11]. Three categories exist for ML, a field of 

artificial intelligence: reinforcement learning, supervised learning, and unsupervised learning. In this system, 

they examine the accuracy of various common ML techniques using supervised learning algorithms. 

Algorithms using supervised learning attempt to predict new outcomes by using their previous understanding 

of the pattern observed in pre-existing data [12]. ML methods are used to identify data that is already 

available, such as data that is function- based, rule- based, tree- based, instance- based, or probability-based. 

In order to support medical specialists, different ML algorithms are introduced utilizing different data mining 

algorithms [13]. When compared to a single classification model, an ensemble approach in ML has 

demonstrated improved accuracy by combining the output from several models. As a result, the ensemble 

technique with support vector machine (SVM) and decision tree (DT) classification models is used in this 

analysis. A combination of its high dimensional data handling capacity, low computation cost, and 

generalized performance, the SVM is among the best supervised learning algorithms. SVM can handle 

numerous continuous and categorical variables provides regression classification algorithms. Generating a 

classification on training data and a regression model into a tree structure is the main goal of the DT 

algorithm. To do this, decision rules or DT are used to categorize, predict, or target variables of future or new 

data based on information from earlier times. It is applicable to both categorical and numerical data. A DT 

that is complete root nodes at each level which operate as starting points or the optimal splitting attributes for 

testing various attributes. 

Following is the arrangement of the remaining analysis. In section 2, the literature review is 

compiled. Section 3 presents the described ensemble approach for detection of diabetes, In section 4, the 

performance evaluation results of the proposed model are examined. The paper is finally summarized and 

concluded in section 5, which also addresses the directions for future research. 

 

 

2. LITERATURE SURVEY 

Saji and Balachandran [14] focuses on examining the various multilayer perceptron (MLP) training 

algorithms are perform in the context of diabetes prediction. The neuroscience area of artificial neural 
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network research, has greatly advanced artificial intelligence. They used the Pima Indian Diabetes (PID) 

dataset for this investigation. In MatlabR2013, the system is implemented. The PID dataset has 

approximately 768 instances in it. The patient’s medical history serves as the input data, and the prediction of 

a positive or negative test result is the target output. Based on the performance analysis, it was found that the 

Levenberg-Marquardt algorithm produced the best results from training over all the training algorithms. 

Meng et al. [15] explains a study that uses common risk indicators to predict diabetes. Several 

categorization methods, including logistic regression, DT, and neural networks, were taken into consideration 

for the performance study. In terms of accuracy rate, the logistic model performed better than the other two. 

Family history, characteristics, and lifestyle risk are frequently included in the attributes that are studied. 

Paul and Karn [16] The study evaluates diabetes detection methods based on artificial neural 

networks. With the use of the PID dataset on Kaggle, the study presents a study on the prediction of diabetes 

using k-fold cross validation and scaled conjugate gradient back propagation of artificial neural networks. 

768 diabetic patients between the ages of 21 and 81 provided the data used to train the network. A hidden 

layer’s neuronal count determines the reliable the results. During testing, the suggested technique 

approximates the presence and absence of diabetes represents a minimum accuracy percentage of 77% is a 

maximum accuracy percentage of 100% using 8 input attributes. 

Zhao and Yu [17] Using the concept of model migration for online glucose prediction, a quick 

model building approach for new subjects is suggested. Techniques: first, a base model is created using a 

priori knowledge or one that may be experimentally recognized from any subject. In order for the updated 

models to accurately represent the unique glucose dynamics generated by inputs for new subjects, the 

parameters of the base model’s inputs are then appropriately corrected based on a small amount of additional 

information from new subjects. The suggested approach can be thought of as a more efficient and cost-

effective modeling approach than the difficult, subject-dependent modeling approach, particularly in cases 

where modeling data. 

Pustozerov [18] a DT gradient boosting algorithm-based data-driven blood glucose model was 

developed and full detailed in order to forecast several elements of postprandial glycemic responses.  

The patient features, glycemic index, eating context (details of prior meals), among the meal-related 

information the model used from a mobile app diary were behavioral analyses. Utilizing random search 

cross-validation to select parameters, several models for gradient boosting were trained and evaluated. Two 

hours after consuming food, the most accurate models are used to measure the increased area under the blood 

glucose curve. Fazakis et al. [19] the area under the receiver operating characteristic (ROC) area under the 

curve (AUC) for the ensemble weighted voting logistic regression, random forest (LRRFs) ML model is 

0.884, is suggested as a way to enhance diabetes prediction. With regard to the weighted voting, the best 

weights are determined by calculating the ML model’s associated sensitivity and AUC using a bi-objective 

evolutionary algorithm. Additionally, a comparison between the Leicester and finish diabetes risk score 

(FINDRISC) systems, a number of ML models, utilizing both inductive and transductive learning, is shown. 

The English longitudinal study of ageing (ELSA) database provided the data used in the research. 

Nuankaew et al. [20] suggests using factors that indicate individual health situations to predict the 

start of type 2 diabetes. An effective prediction model requires the individual to have many health problems 

resulting from different individual attributes. Based on this assumption, this paper proposes an original 

prediction technique known as average weighted objective distance (AWOD). The proposed methodology 

was validated by looking at a total of 392 entries from two widely accessible datasets: PID (dataset 1) and 

Mendeley data for diabetes (dataset 2). In comparison to current ML -based approaches, the suggested 

strategy outperformed them in terms of accuracy, according to the results, providing 93.22% and 98.95% for 

datasets 1 and 2, respectively. 

Mahmood and Abdullah [21] analyzed the performance of five classification algorithms namely 

naïve bayes (NB), SVM, multi-layer perceptron artificial neural network, DT, and random forest using 

diabetes dataset that contains the information of 2,000 female patients. Various metrics were applied in 

evaluating the performance of the classifiers such as precision, AUC, accuracy, ROC curve, f-measure, and 

recall. Experimental results show that random forest is better than any other classifier in predicting diabetes 

with a 90.75% accuracy rate. Lee and Kim [22] examine the association between type 2 diabetes and the 

Hypertriglyceridemia waist (HW) phenotype in adult Korean. Determine the predictive ability of several 

phenotypes that combinations of different anthropometric parameters and triglyceride (TG) levels. Using HW 

and individual anthropometric data, they used binary logistic regression (LR) to investigate statistically 

significant differences between normal people and those with type 2 diabetes. A combination of ML 

algorithms, LR, and NB, were utilized to evaluate the predictive capability of different phenotypes in order to 

produce more reliable prediction results. Described could provide useful clinical data for the creation of 

clinical decision support systems for type 2 diabetes initial screening. 

Kangra and Singh [23] aims to identify the most informative subset of features. Diabetes is a 

chronic metabolic disorder that poses significant health challenges worldwide. For the experiment, two 
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datasets related to diabetes were downloaded from Kaggle and the results of both (datasets) with and without 

feature selection using the genetic algorithm were compared. The researchers can better comprehend the 

importance of feature selection in healthcare through this study. 

Lee et al. [24] aims to use a mix of different indicators to predict the fasting plasma glucose (FPG) 

status among adult Koreans, which is used in the diagnosis of type 2 diabetes. This study involved 4870 

individuals in total, of which 2955 were female and 1915 were male. They examined the FPG status 

predictions made by two machine-learning systems utilizing individual combined assessments based on 37 

anthropometric measurements. According to research, anthropometric measure combinations were better than 

single measures at predicting FPG status in both males and females. They demonstrate that utilizing balanced 

data from high and normal FPG groups can enhance prediction decrease the model’s intrinsic bias in 

supporting the majority class. 

Le et al. [25] presented a ML algorithm to forecast the diabetic patients would develop the 

condition. This newly developed wrapper-based feature selection method optimizes the MLP reduces the 

number of required input characteristics by utilizing adaptive particle swam optimization (APSO), and grey 

wolf optimization (GWO). Suggested method’s computational results demonstrate that not only can less 

characteristics be required greater accuracy in predictions, 97% for APGWO - MLP and 96% for GWO - 

MLP, can also be achieved. This work may find use in clinical settings and develop into a useful resource for 

physicians. 

 

 

3. METHOD 

Figure 1 represents the block diagram of an ensemble approach to diabetes detection using SVM 

and DT. When giving data to the algorithm, they perform changes on it, a process known as pre-processing. 

Transforming the unprocessed data into a set of understandable data, preprocessing techniques are utilized.  

In other words, when data is collected in an unprocessed format from multiple sources, it becomes unusable 

for analysis. It is essential to the performance of the model. 

 

 

 
 

Figure 1. Block diagram of detection of diabetes using SVM and DT 
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Predictive modeling requires feature selection, which is done to address multicollinearity and 

eliminate redundant features that have strong correlations with one another in order to enhance the model’s 

performance. In order to change the input data into the features’ output, feature extraction is utilized.  

A characteristic of input designs that helps differentiate between the various types of input designs is attribute 

square measure. The input data will be considered to be redundant in the algorithm if it is too large to 

process. This task can be performed by using the extracted feature rather than the whole initial data set. 

Eighty percent of the dataset is utilized for testing, 20% of the remaining amount is allocated to 

training. The ML training data set is used to teach the model to perform a large number of actions. The model 

is trained by retrieving certain features from the training set. To determine whether the model is exhibiting 

the correct actions, testing this type of data is necessary. 

There are multiple ways to achieve balance in a dataset. The SMOTETomek, which combines the 

SMOTE and Tomek algorithms, was used in this analysis. The synthetic minority oversampling technique is 

referred to as SMOTE. Tomek is a method of under sampling. To get a balanced distribution of the classes, 

additional synthetic minority samples were first created using the SMOTE. In order to increase the separation 

between the two classes, the Tomek link was also utilized to eliminate samples that were near their 

boundaries. The test set was not changed; it was exclusively applied to the training dataset. 

A weighted model was created specifically for the ensemble categorization. The two algorithms that 

were used in the ensemble method each received two weights. A loop was utilized to verify the set of weights 

that produced the best accuracy for each fold, and this combination was chosen for each fold.  

To increase the model’s stability and predictive ability, the separate models were integrated into an 

ensemble approach. When using this method instead of just one model, a better prediction performance is 

possible. The group develops methods for combining several ML models into a single prediction model.  

The ensemble model makes use of two ML algorithms: SVM and DT. 

A combination of its high dimensional data handling capacity, low computation cost, and 

generalized performance, the SVM is among the best supervised learning algorithms. SVM can handle 

numerous continuous and categorical variables provides regression classification algorithms. The dimension 

of the classified items has not any impact on the efficiency of SVM-based classification. Using special 

nonlinear functions called kernels, the input space is converted into a multidimensional space, this approach 

provides strong discriminative power. It is evident that, for a given amount of data, selecting the appropriate 

kernel function and optimal parameter values is essential. Additionally, by default, all attributes are 

normalized. 

Generating a classification on training data and a regression model into a tree structure is the main 

goal of the DT algorithm. To do this, decision rules or DT are used to categorize, predict, or target variables 

of future or new data based on information from earlier times. It is applicable to both categorical and 

numerical data. A DT that is complete root nodes at each level which operate as starting points or the optimal 

splitting attributes for testing various attributes. Branches will result from the test’s yield. In order to describe 

or predict the new information, the leaf hub operates as the final class mark or target variable by generating 

connections between arrangement rules at the root and leaf. 

The suggested diabetes detection model’s performance is evaluated using the following performance 

measurements: F1-score, accuracy, precision, and recall. Suggested strategy effectively detects diabetic 

patients if the accuracy is high. The people with diabetes are then recommended for export for additional 

healthcare. If not, the patient’s test sample data is evaluated to be free of diabetes. 

 

 

4. RESULT ANALYSIS 

This section shows the performance of described ensemble approach for detection of diabetes 

model. They obtain data from the Public Health Institute’s statistics sector. There are 270 records, or 

instances, in the collection. Prior to using the technique, the dataset received some prepossessing. Eighty 

percent of the dataset is used for training, while twenty percent is used for testing, respectively.  

The efficiency of ML techniques is evaluated using many statistical evaluation measurements, including  

F1-score, accuracy, precision, and recall. The terminology utilized to build these categorization measurement 

elements are:  

- False positive (FP): incorrect positive prediction. 

- True positive (TP): correct positive prediction. 

- False negative (FN): incorrect negative prediction. 

- True negative (TN): correct negative prediction. 

Accuracy: it measures the model’s total number of accurate predictions and can be measured as a ratio 

between the number of correct prediction and total number of test cases of model as in (1). 
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁)
 (1) 

 

Precision: the proportion of correct positive predictions to total positive predictions is known as precision as 

shown in (2). 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
 (2) 

 

Recall: true positive rate, sensitivity, or recall defined here is a measure that tells us what ratio of positive 

instances that actually have diabetes with the actual positive instances. The (3) defines the recall. 
 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
 (3) 

 

F1-score: is a weighted average of the recall and precision. For the good performance of the classification 

algorithm, it must be one and for the bad performance, it must be zero. 
 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 (4) 

 

Table 1 shows the comparative analysis of the performance parameters as F1-score, accuracy, 

precision, and recall of individual classification algorithms, such as DT and SVM, with the ensemble model 

(SVM+DT). 
 

 

Table 1. Comparative performance analysis 
Parameters DT (%) SVM (%) Ensemble model (SVM+DT) (%) 

Accuracy 89 92 97 

Precision 88 91 96 

Recall 87 91 97 

F1-score 89 90 96 

 
 

Figure 2 states comparative graphical representation analysis in terms accuracy for described 

ensemble model (SVM+DT) and individual methods as DT and SVM. It is clear that, the ensemble model’s 

(SVM+DT) accuracy outperforms that of other individual methods. Comparative analysis of precision 

parameter for ensemble method and individual models is graphically represented in Figure 3 and it states 

ensemble model (SVM+DT) achieves higher percentage of precision compare to individual methods as DT 

and SVM. 
 

 

  
 

Figure 2. Comparison of accuracy 
 

Figure 3. Comparison of precision 
 

 

Figure 4 demonstrates the recall comparative analysis graphically for ensemble method (SVM+DT) 

and individual models as DT and SVM. It shows that ensemble model (SVM+DT) is gains higher percentage 

of recall than individual models as DT and SVM. F1-score based comparative graphical analysis for 

ensemble method (SVM+DT) and individual models as DT and SVM which is represented in Figure 5. 

Results states that, F1-score value is higher for ensemble model (SVM+DT) compare to individual models as 

DT and SVM which is efficient. 
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Figure 4. Comparison of recall Figure 5. Comparison of F1-score 

 

 

From overall results, 96% of precision, 97% of accuracy, 96% of F1-score, and 97% of recall values 

are the results achieved for the ensemble model (SVM+DT) that is presented. From results, it concludes that 

ensemble ML classification technique (SVM+DT) outperforms comparatively with individual ML models 

(DT and SVM). 

 

 

5. CONCLUSION 

An Ensemble approach for detection of diabetes using SVM and DT is described in this paper. 

Increased blood sugar or glucose levels are an indication of diabetes, a chronic illness. Detection of patient 

with diabetes at early stage is the most crucial task and helps to avoid the risk of the people from the diseases 

that lead to cause death. When compared to a single classification model, an ensemble approach in ML has 

demonstrated improved accuracy by combining the results from several models. As a result, an ensemble 

approach with SVM and DT classification models is used in this analysis. They obtain the information they 

require from the Public Health Institute’s statistics sector. There are 270 records, or instances, in the 

collection. For the purpose of using the technique, the dataset received some prepossessing. Eighty percent of 

the dataset is used for training, while twenty percent is used for testing, respectively. Predictive modeling 

requires feature selection, which is done to address multicollinearity and eliminate redundant features that 

have strong correlations with one another in order to enhance the model’s performance. In order to change 

the input data into the features’ output, feature extraction is utilized. The SMOTETomek, which combines 

the SMOTE and Tomek algorithms, was used in this analysis. The synthetic minority oversampling technique 

is referred to as SMOTE. Tomek is a method of under sampling. To get a balanced distribution of the classes, 

additional synthetic minority samples were first created using the SMOTE. The suggested diabetes detection 

model’s performance is evaluated using the following performance measurements: F1-score, accuracy, 

precision, and recall. results obtained for the ensemble model presented are 96% for precision, 97% for 

accuracy, 97% for recall, and 96% for F1-score. From results, conclude that ensemble ML classification 

technique high outperforms comparatively individual ML models. In future, we intend to implement this 

study to an integrated diabetes decision support system (DDSS) which is very helpful to diabetes patients. 
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