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 Diabetes, a serious condition characterized by elevated blood glucose levels, 

can be effectively identified, and predicted early using machine learning 

(ML) algorithms. The research provides a comprehensive assessment of 

three ensemble ML models-stacking, soft voting, and hard voting-focused on 

enhancing diabetes diagnosis among Pima Indian women dataset taken from 

the National Institute of Diabetes and Digestive and Kidney Diseases, this 

study focuses on Pima Indian women aged 21 and older, with the dataset 

comprising critical diagnostic measurements. Two ensemble models were 

developed and evaluated on various evaluation parameters. The stacking 

model combines predictions from various classifiers using a meta-classifier, 

leveraging their strengths for final decision-making. In contrast, the voting 

model aggregates probability estimates from each classifier, providing 

nuanced predictions. Both models were rigorously evaluated on a validation 

dataset, emphasizing accuracy, specificity, sensitivity, and the receiver 

operating characteristic (ROC) area under the curve (AUC). Notably, the 

voting-based ensemble methods demonstrated superior performance in 

predicting diabetes for this cohort. However, their effectiveness heavily 

relies on preprocessing, base model selection, and hyperparameter 

optimization. This study underscores the potential of ensemble models in 

medical diagnostics, highlighting the critical role of data preprocessing, and 

configuration in enhancing predictive accuracy. 
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1. INTRODUCTION 

Diabetes mellitus (DM), a global health crisis, diabetes is marked by elevated blood glucose levels 

and poses a particularly severe risk to certain ethnic groups, including the Pima Indian women. Timely 

detection and management of diabetes is essential for reducing its long-term complications [1]. Machine 

learning (ML) algorithms have become an invaluable tool for improving the early prediction and diagnosis of 

diabetes, providing a major advancement over traditional approaches. The potential of ML in medical 

diagnostics is especially clear with the use of ensemble learning models, which harness the strengths of 

multiple algorithms to enhance predictive accuracy [2]. 

A range of ML models have been explored for DM classifications, with decision trees and neural 

networks showing promising predictive accuracy [3]. Deep learning (DL) algorithms, particularly the 

convolutional neural networks long short-term memory (CNN-LSTM) combination, have also demonstrated 

https://creativecommons.org/licenses/by-sa/4.0/
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high accuracy in this context [4]. The use of ensemble models, such as random forest (RF), has been found to 

further improve prediction accuracy [5]. However, the performance of these models can vary, with some 

studies highlighting the effectiveness of models like support vector machines (SVM), ANN, and logistic 

regression (LR) [6]. Despite these variations, the consensus is that ML techniques hold significant potential 

for the accurate classification of DM. Phongying and Hiriote [7] models using interaction terms achieved 

superior performance than models without interaction, with RFC achieving the best results.  

Ganguly and Singh [8] evaluated six ML algorithms, including LR, decision tree (DT), random forest (RF),  

k-nearest neighbor (KNN), SVM, and Naïve Bayes (NB), using the Pima Indian diabetes database. Different 

performance metrics-confusion matrix, accuracy, precision and F-measure, were used for evaluation. Yi [9] 

used ML modeling and classification for diabetes diagnosis problems. The accuracy rates of the KNN model 

and the RF model were found to be 76% and 80% respectively. Murthy and Srilatha [10] compared the 

performance of decision tree classifier (DTC) and LR algorithms and found that LR offered higher accuracy 

in predicting diabetes. Ismail and Materwala [11] conducted a literature review and proposed an intelligent 

framework for applying ML to predict diabetes. They evaluated decision tree employing RFs and SVMne 

models for diabetes prediction [11]. 

This study delves into the efficacy of three advanced ensemble ML models stacking, soft voting, and 

hard voting. In diagnosing diabetes among Pima Indian women, the study utilizes a dataset from the National 

Institute of Diabetes and Digestive and Kidney Diseases. This unique dataset includes diagnostic 

measurements from Pima Indian women aged 21 and above, selected under stringent criteria to guarantee the 

relevance and accuracy of the results. The research methodology incorporates exploratory data analysis and 

preprocessing of the dataset, followed by the application and rigorous evaluation of the ensemble models on 

the criteria accuracy, sensitivity, specificity, and the area under the ROC curve. Notably, our results indicate 

that the soft and hard voting models show promise in diabetes prediction. However, these outcomes are 

influenced by preprocessing techniques, the selection of base models, and hyperparameter settings, 

highlighting the nuanced nature of ML applications in healthcare [12]. Recent advancements in the field 

underscore the dynamism of ML in diabetes research. For instance, [13], [14] have further refined ensemble 

learning techniques, demonstrating improved classification and prediction results in various medical datasets. 

This research article contributes by developing and demonstrating an enhanced ensemble model that 

improves the diagnostic accuracy of DM classification. For assessing the performance of the enhanced model 

the following objectives are outlined as follows:  
a) An ensemble model was developed that integrates RF, LR, NB, and other algorithms using a voting and 

stacking ensemble classifier. This model is designed to categorize the used dataset into two categories 

positive or negative. 

b) Precision, recall, F1-score, accuracy, and the area AUC as our primary metrics to evaluate the 

effectiveness of our proposed model. 

c) The proposed ensemble model’s outcomes exhibit enhanced performance when benchmarked against 

existing methods while maintaining the defined parameters. 

d) The assessment of our approach includes a rigorous comparison with standard base classifiers, 

including LR, RF, NB, GradientBoost, XGBoost, AdaBoost, and CatBoost, demonstrating the 

robustness of our proposed methodology.  

 

 

2. RELATED WORK 

The progression of machine-learning techniques has significantly influenced the medical field of 

diagnostics, In the detection and classification of DM. In studies, various ML models have been rigorously 

tested and evaluated for their efficacy in diagnosing diabetes with promising results. Hiriote conducted an in-

depth analysis of RF, SVM, DT, and KNN, leveraging hyperparameter tuning and interaction terms to 

enhance model performance. The study found that RFs achieved the highest accuracy, outperforming the 

other models with a remarkable 97.5% accuracy rate [7]. Vidya et al. [15] presented algorithms for disease 

diagnosis, highlighting that RF and deep neural networks could further increase prediction accuracy.  

Hassan et al. [16] investigated early predictive analytics using LR, SVM achieving up to 97.5% accuracy 

with the latter. Bhuiyan et al. [17] presented a pre-processing method for medical data, resulting in a 92.27% 

classification accuracy when applied with the NB algorithm. Ismail and Materwala [11] introduced the 

IDMPF, an intelligent framework, utilizing tree-based SVM models, emphasizing the integration of 

intelligent systems for diabetes prediction. Yi [9] demonstrated the superior predictive ability of LR in 

classifying diabetes risk. Deepak et al. [18] developed a system using an improved classification technique to 

predict diabetic risk levels with higher accuracy. Soni [19] employed ensemble ML with principal component 

analysis (PCA) and K-means clustering, resulting in an ensemble model that outperformed base classifier 

models. Satu et al. [20] suggest a novel hybrid ML model incorporating synthetic minority oversampling and 
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simple K-means clustering, with RF showing the best accuracy at 99.067%. Malviya et al. [21] evaluated 

several ML and DL models for their capability to predict diabetic risk levels, advocating for the use of 

diverse algorithms for enhanced classification accuracy. Reddy et al. [22] applied RF and KNN algorithms to 

detect diabetes, utilizing the PIMA dataset for their analysis work. Similarly, Das et al. [23] explored various 

classifiers, which include DTC, KNN algorithm, LR, and NB, identifying prognostic biomarkers for diabetes 

prediction and achieved an accuracy of 98.08% which is very impressive. Uddin et al. [24] evaluated model 

performance across two datasets, determining that the best result was provided by the RF classifier, with an 

accuracy of 97% on the 2019 dataset. Abdollahi and Aref [25] implemented particle swarm optimization 

(PSO) for feature selection, followed by a comparison of performance metrics. The above research papers 

were studied before going towards the successful implementation of this research work. 

 

 

3. PROPOSED METHOD 

In this paper, the objective is to meticulously construct and assess three distinct ensemble models 

namely the stacking model, the soft voting model, and the hard voting model. A detailed methodology is 

shown in Figure 1. We have presented the steps of preprocessing in sections 3.1 and 3.2. after the 

preprocessing and EDA steps, Figures 2 and 3 represent the data distribution and correlation. The algorithmic 

steps are defined in Algorithm 1 which is for procedure for early diabetes prediction using an ensemble 

approach. 
 

 

 
 

Figure 1. Methodology: flow chart 
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3.1.  Description of the dataset 

The data set for the diagnosis of diabetes is taken from the National Institute of Diabetes and Digestive 

and Kidney Diseases. It encompasses a selection of diagnostic measurements of female patients of the Pima 

Indian dataset aged 21 years or older. This data set includes 8 features and one outcome. Out of 768 individuals 

in the data set, 268 are marked with the outcome ‘1’, denoting a diabetes diagnosis, while the rest are labeled as 

‘0’, indicating no diabetes. This is a valuable data set that is a resource for constructing predictive models and 

applying ML techniques to identify patterns and factors significant in the diagnosis of diabetes. 

 

3.2.  Data preprocessing step 

The dataset underwent a thorough pre-processing regimen to ensure data quality for the subsequent 

analysis. Initially, the absence of missing values was checked and confirmed that all features were numerical, 

negating the need for imputation or type conversion. The balance of our target variable and found it to be 

evenly distributed, eliminating concerns over target imbalance. Observing significant proportions of zero 

values in the some features, these zeroes were substituted with the respective feature means to avoid 

distortion in the data distribution. This substitution, along with linear and standard scaling, helped normalize 

the distribution. However, due to the persistence of skewed distributions in some features, nonlinear scaling 

using the quantiletransformer to approximate a normal distribution was employed. Further, we identified a 

notable correlation between ‘Outcome’ and ‘Glucose’, indicating ‘Glucose’ as a potential key predictor. 

‘BMI’, ‘Pregnancies’, and ‘Age’ also emerged as important features. A high correlation was observed 

between ‘SkinThickness’ and ‘BMI’, hinting at possible multicollinearity, which we plan to investigate 

further if model performance is impacted. Figures 2 and 3 shows the distribution and correlation of different 

parameters. 
 

 

 
 

Figure 2. Distribution of different parameters 
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Figure 3. Correlation of different parameters 

 

 

Algorithm 1. Diabetes prediction using ensemble approach 
Input: A PIMA data set containing X features (x1 to x8) and one target variable, y. 

Output: Prediction of whether the patient is diabetic or nondiabetic. 

Steps:   

1. Data Preprocessing  

• Collect the data set and load the CSV file. 

• Data Cleaning  

2. Feature Extraction and Correlation analysis 

• Correlation analysis using Pearson correlation analysis (Heatmap) 

• Select the higher correlated feature   

3. Data Splitting  

• Split the data set (Criteria 80:20 train test ratio) 

4. Model Evaluation and Training  

• Model Evaluation done for ML classifier LR, XGBOOST, RF, Schocastic Gradient 

Descend, Adaboost, Gboost, KNN, and SVM  

• Calculate prediction and find the performance matrices 

• Calculate the metrics as follows: 

•    - Accuracy = (correct predictions / total predictions) * 100 

•    - Precision = (true positives/(true positives + false positives)) 

•    - Recall = (true positives / (true positives + false negatives)) 

•    - F1-score = 2 * ((Precision * Recall) / (Precision + Recall)) 

5. Voting Classifier 

Assign a weight to each classifier. These weights often represent confidence in the model’s 

predictions, which can be determined by (Pv) 

• Accuracy on a validation dataset. 

• Cross-validation scores. 

• Domain-specific knowledge or heuristics. 

6. Stacking  

• New training and Stacking done S= [Prediction of [LR, XGBOOST, RF, 

Schocastic Gradient Descend, Adaboost, Gboost, KNN, and SVM] 

• Training of Meta learner M on S ( Where M =meta learner and S represents 

stacking of classifiers) 

7. Final Prediction & Evaluation 

• Select the best model in the criteria of performance (Voting or Stacking) 

• Final Prediction & Evaluation done. 

 

 

4. MODEL ARCHITECTURE 

We have split the dataset in a ratio of 80:20 for training and testing. In the proposed methodology 

seven standalone models namely LR, XGBOOST, RF, schocastic gradient descend, Adaboost, Gboost, KNN, 

and SVM were trained on the dataset. A voting classifier serves as an ensemble method that aggregates the 

predictions from various models to make a final prediction for new data. In this approach, a weighted voting 

classifier where each constituent model is assigned a weight proportional to its accuracy was used to make 

final predictions. Consequently, the model exhibiting the highest individual accuracy will receive the most 

significant weight, thereby having the most influence on the final prediction. Figure 4 shows the performance 
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metrics for the different ML models and the ensemble voting classifier in terms of accuracy, AUC, precision, 

recall, and F1-score. The voting classifier achieved an accuracy of 76.17%. Stacking is an ensemble 

technique that leverages a meta-learner to combine multiple primary models, often of various types, unlike 

more homogeneous methods like bagging and boosting. This approach involves training first-level models, 

also known as Level 0 classifiers, on the data and then using their detection as input features for a second-

level model, the Level 1 classifier. In this approach, KNN was chosen as the meta-classifier based on 

accuracy. The Level 1 classifier’s role is to discern the optimal way to synthesize the Level 0 classifiers’ 

outputs to make final predictions. A cross-validation (10-fold) was used to achieve the final accuracy.  

The stacking ensemble approach gave an accuracy of 74.86%. 

 

 

5. RESULT ANALYSIS AND INTERPRETATION 

Figure 4 showcases a respective performance analysis of ML models evaluated on several metrics 

pertinent to classification tasks. From the Figure 4, it was observed that both the voting classifier and linear 

discriminant analysis (LDA) exhibit the highest accuracy of 76.17%, with the voting classifier achieving a 

marginally superior AUC of 84.57% compared to LDA’s 84.21%. This suggests that while both models are 

closely matched in terms of overall accuracy, the voting classifier may possess an improved trade-off 

between true +ve rate and false +ve rate (+ve positive). 

 

 

 
 

Figure 4. ML algorithms: performance analysis 

 

 

In terms of speed, LDA is the fastest model with a training time of only 0.03 seconds, an order of 

magnitude quicker than the LR model, which, despite its comparable accuracy and AUC, is the slowest at 

1.131 seconds. The ada boost, gradient boost (GB classifier), and RF classifier show a balanced performance 

across all metrics, with relatively high accuracy, AUC, and F1-scores, showing a good balance between 

recall and precision. It is notable that the CatBoost classifier, while not the top performer in accuracy or 

AUC, requires the longest training time at over 2 seconds. This might be a consideration for real-time 

applications where model inference speed is critical. The gradient boosting classifier (GBC) and light 

gradient boosting machine (LGBM) present high F1-scores and AUC, which signifies a strong ability to 

handle both classes effectively, despite a slight trade-off in terms of training time for LGBM. NB, despite its 

simplicity, shows commendable performance, especially considering its very short training time, which could 

make it an attractive option for very large datasets or initial baseline modeling. Figures 5 and 6 present 

confusion matrices for the stacking classifier and the voting classifier. Figure 7 represents the receiver 

operating characteristic (ROC) curve comparison for various ML models. The ROC curve is a graphical 

representation that shows how well a binary classifier performs as its decision threshold changes. 

Perfect prediction is represented by an AUC of 1.0, while a 0.5 value of AUC suggests no 

discriminative power, equivalent to random guessing. The RF and extra trees models exhibit exceptional 

performance with AUCs of 0.98, indicating they are excellent at distinguishing between the two classes. 

XGBoost also outperforms with an AUC of 0.97. The voting classifier, ensemble, and GBC show strong 

performance with AUCs of 0.95. The stacking classifier and the decision tree display robust discrimination 

abilities with AUCs of 0.93 and 0.94, respectively. Overall, the graph indicates that ensemble methods and 

tree-based models tend to outperform simpler models in terms of ROC AUC, suggesting that they may be 

more suitable for this particular classification task. Figures 8 and 9 show the threshold plot for voting and 

stacking classifier. 
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Figure 5. Confusion matrix for stacking 
 

Figure 6. Confusion matrix for voting classifier 
 
 

 
 

Figure 7. ROC curve for various ML models 
 

 

  
 

Figure 8. Threshold plot for stacking classifier 
 

Figure 9. Threshold plot for voting classifier 
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6. CONCLUSION 

This research work showcased the powerful effectiveness of ensemble ML methods in the early 

detection and diagnosis for DM, specifically within the Pima Indian female population. Our meticulous 

evaluation of several ensemble models, including stacking and voting, on a rich dataset from the National 

Institute of Diabetes and Digestive and Kidney Diseases, has yielded significant insights. Among the models 

assessed, the voting classifier, which combines probability estimates from various algorithms, emerged as the 

superior model in terms of ROC AUC, highlighting its robustness in predicting diabetes. Additionally, the 

results advocate for the importance of data preprocessing, as it forms the foundation for the successful 

application of complex models. Although this research work has made significant contributions to the field of 

medical diagnostics, further research is warranted. Investigating the scalability of the models in larger and 

more diverse populations, as well as exploring the integration of additional predictive variables, could 

enhance the models’ diagnostic accuracy. Moreover, analyzing the implementation of these models in real-

world clinical environments could offer practical insights into their utility and impact on healthcare outcomes 

for diabetic patients. 
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