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 With rising demands of smart appliances with normal locations transforming 

themselves in smart cities, internet-of-things (IoT) encounters various 

evolving security challenges. The frequently adopted encryption-based 

approaches have its own limitation of identifying dynamic threats while 

artificial intelligence (AI) based methodologies are found to address this gap 

and yet they too have shortcomings. This manuscript presents an intelligent 

trust computational scheme by harnessing probability-based modelling and 

AI-scheme for monitoring the dynamic malicious behavior of an unknown 

adversaries. The study contributes towards a novel AI-model using 

reinforcement learning towards leveraging decision making for confirming 

the presence of unknown adversaries. The benchmarked study shows that 

proposed system offers significant improvement when compared to existing 

AI-models and other cryptographic schemes with respect to delay, 

throughput, detection accuracy, execution duration. 
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1. INTRODUCTION 

In large-scale internet-of-things (IoT) deployments, security concerns become even more 

pronounced due to the sheer volume of devices, data, and potential attack vectors. With a large number of 

interconnected devices, there are more entry points for attackers to exploit. Each device represents a potential 

target, increasing the overall attack surface and making it more challenging to defend against cyber threats 

[1]. Large-scale IoT deployments are susceptible to distributed denial-of-service (DDoS) attacks, where a 

massive number of compromised devices overwhelm network infrastructure or targeted systems with traffic. 

Botnets comprised of IoT devices can amplify the impact of DDoS attacks, causing widespread disruption 

[2]. Large-scale IoT deployments generate vast amounts of sensitive data, including personal information, 

location data, and operational data. Ensuring the privacy and protection of this data is paramount to prevent 

unauthorized access, data breaches, and misuse [3]. Apart from this, implementing security measures at scale 

across thousands or even millions of IoT devices can be challenging. Ensuring that security protocols, 

encryption mechanisms, and access controls are consistently applied and updated across the entire 

deployment requires robust management and automation capabilities [4]. Managing a large number of IoT 

devices throughout their lifecycle, including provisioning, configuration, monitoring, and decommissioning, 
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presents security challenges. Ensuring that devices are securely onboarded, regularly patched, and securely 

retired to prevent them from becoming security liabilities is crucial [5]. Segregating IoT devices into separate 

network segments based on their function, sensitivity, or trust level can help contain security breaches and 

limit the impact of compromised devices. However, managing network segmentation at scale and ensuring 

proper isolation between segments require careful planning and configuration [6]. Many IoT devices in large-

scale deployments operate with limited resources, including processing power, memory, and energy. 

Implementing robust security measures without imposing significant overhead on these resource-constrained 

devices is a major challenge [7]. 

Artificial intelligence (AI) can play a significant role in enhancing the security of IoT systems in 

several ways. AI algorithms can analyze vast amounts of data generated by IoT devices to detect abnormal 

patterns or behavior that may indicate a security breach. By learning what constitutes normal behavior for 

devices and networks, AI can identify deviations and potential security threats in real-time, enabling 

proactive threat mitigation [8]. AI-powered behavioral analysis can identify suspicious activities or 

unauthorized access attempts within IoT networks. By continuously monitoring device interactions and user 

behaviors, AI algorithms can detect anomalies indicative of malicious activities, such as unauthorized device 

access or unusual data transfers [9]. AI-enabled predictive maintenance techniques can help identify security 

vulnerabilities and weaknesses in IoT devices before they are exploited by attackers. By analyzing device 

performance data and detecting patterns indicative of impending failures or security breaches, AI can enable 

proactive remediation actions to mitigate risks and enhance overall system security [10]. Apart from this, it 

can be also used for cyber threat intelligence [11], adaptive authentication [12], network traffic analysis [13], 

security automation [14]. However, there are various challenges associated with adopting AI-based model for 

IoT security viz: i) scalable security performance is quite difficult in large and complex IoT environment,  

ii) offering uniform and consistent security performance in presence of heterogeneous IoT devices,  

iii) offering assurance towards optimal security in presence of dynamic environment is the the most 

challenging issue for existing AI-models, iv) majority of the AI models are highly iterative in operation and 

demands extensive resources to actually implement them on real-world applications, v) existing AI models 

are known to offer higher predictive accuracy but less towards computational efficiency. 

The related work carried out in this perspective of IoT security are as follows: existing system has 

witnessed proliferated usage of machine learning (ML) approach towards IoT security. The adoption of 

support vector machine has been seen in work of Ioannou and Vassiliou [15] where the prime notion is 

towards classification of network-related attacks. Kaushik et al. [16] have used Naïve Bayesian approach to 

perform classification. Adoption of decision tree is witnessed in work of Alabdulkarim et al. [17] to 

incorporate privacy preservation in healthcare sector. Further, random forest has been proven to offer an 

effective detection of malwares present in IoT networks as seen in work of Atitallah et al. [18]. From the 

perspective of deep learning (DL) methods, various security schemes have been evolved. Velinchko et al. 

[19] have advocated the usage of artificial neural network towards varied application in IoT. Convolution 

neural network has been implemented by Alabsi et al. [20] towards detection the attack with its extracted 

features in IoT network. Sayegh et al. [21] have used long short-term memory towards improving the 

intrusion detection in IoT networks assessed with publicly available dataset. Chu and Lin [22] have used 

generative adversarial network (GAN) in order to enhance the classification of an IoT adversaries while 

usage of reinforcement learning (RL) has been used for enhancing security as noted in work of Hu et al. [23]. 

Further, hybrid learning approaches have also been used in order to integrate both machine and DL 

approaches for improving network security in IoT as noted in work of Sagu et al. [24], Vu et al. [25], and 

Yaras and Dener [26]. Apart from AI-based model, there are various cryptography-based study models 

focusing on IoT security. Adoption of advanced encryption standard (AES) is witnessed in work of Rekeraho 

et al. [27] and Hameedi and Bayat [28] towards securing energy monitoring system. Adoption of elliptical 

curve cryptography (ECC) is seen in work of Matteo et al. [29] where a processor has been designed in order 

to secure communication in IoT applications. Digital signature (DS) has also been extensive used towards 

authentication in IoT as seen in work of Burgos and Pustisek [30]. Existing study has also noted usage of 

homomorphic encryption (HE) as presented in work of Albakri et al. [31] for facilitating higher secure-

enabled communication in IoT groups. 

The contribution of the proposed study is a novel computationally intelligent trust computational 

mechanism harnessing probability modelling and AI methodology for diagnosing lethal threats in IoT. The 

value added contribution of the study are as follows: i) the study presents a novel smart city region-based 

study model for monitoring the malicious behavior of unknown threats, ii) the study presents a unique role 

modelling of IoT devices for facilitating formation of an adversary of novel form that is unknown to system, 

iii) a novel and simplified probability-based trust computation is carried out on the basis of assigned 

executional role of each nodes, iv) a new empirical approaches of allocation of reward and penalty is 

designed for promoting secure data transmission for each participating nodes, and v) RL is applied in order to 
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leverage an effective decision making for detecting the confirmation of an adversary in IoT networks. The 

next section presents discussion of adopted research methodology. 

 

 

2. METHOD 

The proposed study model is an extension of our prior research model that has used a unique 

signature design for enhancing secure authentication in IoT [32], [33]. The primary strength of this part of 

modelling is the unique and lightweight design of cryptographic model; however, there is still a larger scope 

of optimizing the computational efficiency as well as security features associated with this model. Therefore, 

the proposed system revises this implementation model by representing it as a baseline archirecture and 

further introducing a novel intelligent approach to strengthen its security features. For this purpose, the 

proposed system introduces a novel study model which is a mix of probability-based notion and AI. The 

architectural diagram of the proposed design is as shown in Figure 1. 
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Figure 1. Architecture of proposed study model 

 

 

The core operation carried out by the essential modules exhibited in Figure 1 are as follows: 

a. Formation of smart city region (SCR): the proposed system constructs a simulation area mapped with 

one smart city, which is further classified into smaller regions. The study constructs a topology where 

each smaller region consists of one access point and set of unique operating IoT devices of same type. It 

will mean that each SCR will represents an individual homogeneous network supported by respective 

access point. The complete smart city can be now seen in the form of a heterogeneous network. It should 

be noted that all the access points are further synced with a gateway node to carry out translational 

services. From Figure 1, it can be understood that it is feasible for one IoT device to join or leave SCR 

while all the devices within SCR are authenticated using signature scheme by the access point deploying 

prior model [32], [33].  

b. Roles of IoT nodes: the proposed system considers that there are three types of IoT devices viz. i) normal 

devices, ii) devices with defective sensory operation, and iii) adversary. The normal devices are meant 

for sensing the data and forwarding to the respective access point within its SCR while the access point 

forwards the aggregated information to the gateway node. The devices with defective sensory operations 

also performs the similar operation like that of normal IoT devices; however, their normal operations are 

unpredictive for its sustainable operation. They may choose to violate certain task due to internal 

circuitry problem within the node. Such types of nodes can exists due to environmental impact or 

accidental event on deployed geographic regions, which are left unattended. The third type of node i.e., 

adversary are meant to introduce a malicious program. Different from all existing study model, the 
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proposed system develops a new adversary model by clubbing together lethal functionalities choosen 

from all the existing reported malicious activities in IoT. 

c. Probability model toward secure communication: this module is responsible for performing trust 

computation of the participating IoT devices. The model doesn’t utilize any form of cryptographic model 

for this purpose. Rather, it uses a neighborhood monitoring strategy to construct this probability model. 

Following are the task performed: 

- Trust computation: prior to understand the mechanism of trust computation, it is essential to 

understand the operations performed by each IoT devices. The proposed scheme hypothesizes two 

similar operations being carried out by both normal and adversary devices viz. forwarding data and 

dropping the data packet. The scheme assigns a unique third operation to distinguish normal from 

adversary device where the normal node will always propagate the identified adversary device to 

gateway node via access point while the adversary device will launch a malicious program and 

evade from being detected by migrating itself from current to different SCR with a new spoofed 

identity. The probability model is then applied i) to evaluate that the identified device is an 

adversary and ii) to evaluate that the adversary device will either launch malicious program or it will 

choose to forward the data of normal device. For this purpose, the scheme considers two parameters 

viz. parameter for number of identified data forwarding Df and parameter for identified data 

dropping Dd. Hence, positive trust can be calculated by computing probability as Df /(Df +
Dd) while negative trust can be calculated by computing probability as Dd / (Df + Dd). However, 

this computation is only valid if Df ≠ Dd, which is not always the case. Hence, the scheme 

computes uncertain trust as A/(A1 + A2), where attribute A represents dot product of network 

coefficient, Df, and Dd, attribute A1 represents squared summation of Df and Dd and attribute A2 

represents summation of Df and Dd. The contribution of this trust computation is that if the value of 

this uncertain trust reduces, it gives a higher confirmation that the targeted device is adversary. It 

should be noted that the system has no predefined information of identity of target node to be 

normal or adversary. 

- Allocations of reward/penalty: It is to be noted that proposed probability model is designed 

considering three functions each for normal and adversary node. The functions exhibited by normal 

node are data forwarding Df, data dropping Dd, and updating attack information Ua. The functions 

exhibited by adversary node are data forwarding Df, data dropping Dd, and region migration Rm. 

Hence, it can be empirically expressed as: 

 

𝑓(𝑛𝑜𝑟𝑚𝑎𝑙) = (𝐷𝑓, 𝐷𝑑, 𝑈𝑎)  

𝑓(adversary) = (𝐷f, 𝐷d, 𝑅m) (1) 

 

From (1), the first two functional attributes i.e., Df and Dd are same while the third one i.e., Ua and 

Rm is useful for detection of the normal and adversary node. Further, the proposed scheme uses two 

variables called as profit and resources used associated with all these functional attributes. The 

scheme considers profit for executing Rm as I1, profit for executing Df as I2, profit for executing Ua 

as I3. Similarly, resources used for Dd as I4, resources for Df as I5, resources for Ua as I6, and 

resources for Rm as I7. Further, the scheme considers an outlier detection as I8 by the normal node. 

All these variables are initialized while performing simulation. The assignment of reward and 

penalty is shown in Table 1. 

 

 

Table 1. Empirical assignment of reward/penalty 
Target node is adversary Target node is normal 

Combination Reward/penalty Combination Reward/penalty 

(A, C) (I1-I4, -I1-I5) (C, C) (I2-I5, I2-I5) 
(A, D) (-I4, 0) (C, D) (-I5, 0) 

(A, R) (I3-I4, I3-I6) (C, R) (-I5, -I8-I6) 

(C, C) (-I5, I2-I5) (D, C) (0, -I5) 
(C, D) (-I5, 0) (D, D) (0,0) 

(C, R) (-I3-I5, I3-I6) (D, R) (0, -I8-I6) 

(F, C) (-I7, -I5) (R, C) (-I8-I6, -I5) 
(F, D) (-I7, 0) (R, D) (-I8-I6, 0) 

(F, R) (-I7, -I6) (R, R) (-I8-I6, -I8-I6) 

 

 

d. AI-model towards monitoring optimization: from the discussion of allocation of reward and penalty, it is 

noted that specific values are assigned on the basis of undertaken actions by the normal or adversary 

devices. The condition form for the identification is two i.e., i) increased observation of consistently 
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reducing uncertain trust values and ii) profit of introducing malicious program is significantly less 

compared to resource to be assigned for introducing this malicous program. All the observed values of 

the monitored trust are then subjected to AI model which uses RL for performing dynamic decision 

making. RL can be applied to attack detection in IoT by training agents to make decisions in dynamic 

environments, adapting to evolving threats and anomalies. Here's how RL can be used for this purpose: 

- Environment modeling: RL agents can be trained to model the environment of IoT devices, 

including normal behavior patterns, network traffic, and interactions between devices. The agent 

learns to recognize deviations from expected behavior, which may indicate attacks or anomalies. 

- State representation: IoT environments often generate high-dimensional and complex data streams. 

RL models can learn compact representations of these states, capturing relevant information for 

attack detection while reducing the dimensionality of the problem. 

- Action selection: RL agents choose actions based on their learned policies and the observed states of 

the environment. In the context of IoT security, actions may include isolating suspicious devices, 

blocking malicious traffic, or alerting administrators. 

- Reward design: designing appropriate reward functions is crucial in RL for attack detection. 

Rewards can be based on the effectiveness of actions taken by the agent in mitigating attacks, 

minimizing false positives, or maximizing the detection of true threats. 

- Adversarial training: RL agents can be trained in adversarial settings, where they learn to anticipate 

and defend against attacks by interacting with simulated attackers. This helps the agent to become 

more robust and adaptive to novel attack strategies. 

- Continuous learning: IoT environments are dynamic, with new devices joining and leaving the 

network, and new attack techniques emerging over time. RL models can continuously learn and 

adapt to these changes, improving their effectiveness in detecting evolving threats. 

- Policy improvement: through repeated interactions with the environment, RL agents can improve 

their policies over time, learning from past experiences and adjusting their behavior to achieve better 

attack detection performance. 

- Hierarchical RL: hierarchical RL can be used to model complex IoT security systems with multiple 

levels of abstraction. This allows for efficient learning and decision-making at different layers of the 

IoT infrastructure, from edge devices to network gateways and cloud servers. 

The final outcome of the proposed AI model is a confirmed detection of adversary model, 

irrespective of any type of attacker in IoT. The scheme can easily perform detection of even a minor degree 

of anomalies exhibted by an adversary node followed by using its agent model that finally detects the 

adversary node. Hence, the AI model introduced in this study actually complements the probability model 

towards confirming the identity of both normal and adversary devices in IoT. The prime contribution of this 

methodology is towards performing a cost-effective, highly reduced iterative, and faster detection of 

unknown form of adversaries that is left unaddressed in existing literatures. The next section discusses about 

the study outcomes. 

 

 

3. RESULT 

This section discusses about the outcome accomplished from the implementation of the 

methodology illustrated in prior section. The assessment is carried out considering 1,000×1,000 m2 

simulation area with randomly deployed 500 IoT devices in 9 SCRs. The approach was implemented 

considering 460 nodes are normal nodes and 40 nodes are adversary nodes without any apriori information 

about their identities. The scripting has been carried out in MATLAB in normal 64-bit windows machine. 

The outcome analysis is benchmarked by comparing it with existing AI-models and cryptographic models 

reportedly used for IoT security. The numerical outcome for the comparison with AI models is as shown in 

Table 2. 

 

 

Table 2. Numerical outcomes of AI-models 
Approaches Detection  

accuracy (%) 

Execution  

duration (s) 

Throughput (bps) Delay(s) 

Prop 98.4 0.389 4701.99 0.025 
ML 92.5 0.511 3105.77 0.278 

DL 93.2 0.509 2982.52 0.109 

GAN 92.5 0.455 1994.65 0.0365 
RL 89.7 0.898 3761.02 0.592 

HA 89.9 1.207 2204.63 0.306 
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The numerical outcome of Table 2 is accomplished as follows: i) the proposed model Prop is 

initially executed and its performance metric for detection accuracy, execution duration, throughput, and 

delay are observed, ii) the same framework is then allowed to be executed by substituting the function for 

random forest used in proposed system with existing AI-models viz. ML, DL, GAN, RL, and hybrid 

approach (HA). iii) From the perspective of ML approach, the scheme implements Naive Bayes, support 

vector machine, random forest, and decision tree, their mean is then extracted for each performance metric 

and retained within Table 2, iv) from the perspective of DL approach, the scheme uses artificial neural 

network, convolution neural network, and long short term memory followed by extracting their mean for 

each performance metric and entered in Table 2, v) GAN and RL approaches are applied in form of 

standalone method on testbed, vi) HA approach integrates varied combination of ML and DL followed by 

acquiring their mean values to arrive at final numerical outcomes. The numerical outcome of Table 2 is 

showcased in Figure 2 with respect to all performance metric. Figure 2(a) exhibits that proposed scheme 

offers approximately 68% increased detection accuracy, execution duration with 32% of reduced processing 

time Figure 2(b), throughput with 18% of increased communication performance Figure 2(c), and 97% of 

reduced delay Figure 2(d). The outcome eventually showcases proposed scheme prop to be significantly 

better than existing exist scheme. 

 

 

  
(a) (b) 

  

  
(c) (d) 

 

Figure 2. Accomplished outcome for AI-model performance: (a) detection accuracy, (b) execution duration, 

(c) throughput, and (d) delay 

 

 

The next line of assessment for proposed system is to perform comparative analysis of proposed 

system Prop with respect to conventional cryptographic measures viz. AES, ECC, message authentication 

code (MAC), DS, and HE. Similar strategy as used in analyzing different AI-models is also adopted to 

analyze various existing cryptographic techniques with proposed scheme to arrive at numerical outcome 

exhibited in Table 3. 

The outcome exhibited in Table 3 is translated to graphical outcome shown in Figure 3 where it can 

be seen that proposed scheme prop offers approximately 59% of reduced execution time Figure 3(a), 43% of 

increased throughput Figure 3(b), and 98% of reduced delay in contrast to existing exist cryptographic 

schemes Figure 3(c). The outcome eventually shows that proposed scheme to be highly cost-effective and 
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robust performance in contrast to all the prominent cryptographic schemes. It is interesting to be noted that 

proposed scheme does not uses any form of encryption and yet its performance is potentially good in contrast 

to frequently adopted encryption techniques in IoT. At the same time, the proposed model doesn’t utilize any 

form of sophisticated or iterative-inclusive scheme which has resulted in faster execution time that supports 

offering security to practical world applications in IoT. 

 

 

Table 3. Numerical outcomes of security approaches 
Approaches Execution duration (s) Throughput (bps) Delay(s) 

Prop 0.389 4701.99 0.105 
AES 0.697 3310.66 1.298 

ECC 0.589 3497.19 1.782 

MAC 0.899 2608.31 3.081 
DS 1.466 1501.77 2.551 

HE 1.274 1899.68 2.187 

 

 

  
(a) (b) 

  

 
(c) 

 

Figure 3. Accomplished outcome for security approaches performance: (a) execution duration,  

(b) throughput, and (c) delay 

 

 

Therefore, the outcome presented in Figure 2 and Figure 3 presents the outcome of proposed study 

in comparison context of previous study towards security approaches. The outcome eventually showcases 

some of the key findings viz. i) proposed scheme contributes towards 68% accuracy in threat detection which 

is quite a significant accomplishment in contrast to existing related methods, ii) the response time of 

proposed scheme is improved to 32% faster, iii) the data delivery performance is noted with 97% minimized 

delay and 18% enhanced throughput which is dominantly more in contrast to existing AI system, iv) in 

comparison to encryption-oriented existing solution, proposed scheme is witnessed to exhibit 98% minimized 

delay, 43% of maximized throughput which is another significant findings. Overall, it is noted that RL 

approach has potential impact in strengthening the security strength balancing the computational demand and 

security features. 
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4. CONCLUSION 

This paper has presents a novel security measures that is capable of offering a robust and intelligent 

trust computation using an integrated probability and AI-based modelling approaches for offering higher 

degree of resistance from lethal threats in IoT. The proposed study model contributes towards incorporating 

following novel features: i) the proposed study uses a combination of probability model for intelligent trust 

computation followed by implementing AI-modelling using RL, ii) the probability-based trust computational 

model assists in confirming the actual trust scores on the basis of malicious behavior of an adversary, which 

is more likely to support any form of dynamic networks in IoT, iii) the RL model used in proposed scheme 

further offers predictive accuracy using its agent-based learning to confirm the presence of adversary in IoT 

network, iv) the development of proposed model is carried out without any predefined information of identity 

of adversaries. The proposed research work offers a simplistic guideline towards developing a simplified AI-

based security modelling without inclusion of complex internal operation. The future work will be further 

towards improving the security performance of proposed system with more challenging assessment 

environment. More optimization approaches will be investigated towards finding correlation between 

adversary-based events and any events with sub-optimal performance without intrusion. This will assist 

further to extend the applicability of proposed scheme towards advanced AI-based cyber threats. 
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