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 In India, agriculture is a major sector that fulfils the population's food 

requirements and significantly contributes to the gross domestic product 

(GDP). The careful selection of crops is fundamental to maximizing 

agricultural yield, thereby elevating the economic vitality of the farming 

community. Precision agriculture (PA) leverages weather and soil data to 

inform crop selection strategies. Conventional machine learning (ML) 

models such as decision trees (DT), support vector classifier, K-nearest 

neighbors (KNN), and extreme gradient boost (XGBoost) have been 

deployed to predict the best crop. However, these model's efficiency is 

suboptimal in the current circumstances. The enhanced stacked ensemble 

ML model is a sophisticated meta-model that addresses these limitations. It 

harnesses the predictive power of individual ML models, stratified in a 

layered architecture to improve the prediction accuracy. This advanced 

model has demonstrated a commendable accuracy rate of 93.1% prediction 

by taking input of 12 soil parameters such as Nitrogen, Phosphorus, 

Potassium, and weather parameters such as temperature and rainfall, 

substantially outperforming the accuracies achieved by the individual 

contributing models. The efficacy of the proposed meta-model in crop 

selection based on agronomic parameters signifies a substantial 

advancement, fortifying the economic resilience of India's agriculture. 
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1. INTRODUCTION 

The agriculture is leading sector of India as 60% of the population is directly and indirectly involved 

in the development by contributing considerably to the nation's gross domestic product (GDP), employment, 

and food security. Agriculture has been a leading area of the Indian economy for centuries, supporting the 

livelihoods of the vast population of approximately 1.42 billion. In terms of economic importance, 

agriculture contributes around 16-17% to India's GDP [1]. Farming is a step-by-step process that starts from 

preparation of soil, selection of a crop, sowing, adding manure and fertilizers, irrigation, harvesting, and 

storage. Farmers usually follow traditional methods to select crops based on previous experience and similar 

crops of surrounding farmers. These methods are unable to produce better results every time.  

Artificial intelligence (AI) enabled farm cultivation, which helps farmers to make perfect decisions 

about crop selection, disease prediction, and pest detection [2]. Recently, farmers-initiated data-driven 

strategies such as precision agriculture (PA), which uses AI-driven methods to increase crop yields by 

selecting suitable crops and supporting the nation's ecological farming growth. Machine learning (ML) is a 

sub-area of AI. The underlying application of ML [3] in the present study is the prediction of the most 

https://creativecommons.org/licenses/by-sa/4.0/
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suitable crops for cultivation. The core concept of ML is, to develop a model in such a way that it learns from 

experiences and improves performance. Various ML applications have been introduced, encompassing auto-

irrigation systems for agri-farms [4], drones to analyze agricultural land [5], monitoring systems for crops [6], 

PA [7], and animal identification, among others. Consequently, this approach proves highly advantageous for 

agricultural practitioners.   

A framework for crop recommendations [8] was created using the ensemble method of ML. The 

optimal crop is recommended by the ensemble technique based on the properties and nature of the soil with 

an accuracy of 99%. The ensemble model uses random forest (RF), Naïve Bayes (NB), and linear support 

vector machines (SVM) as base classifiers, which are conventional ML techniques. The dataset contained 

samples of surface temperature and annual rainfall as well as chemical and physical characteristics of the 

soil. The best algorithms for crop categorization were found by evaluating and comparing the output of 

several classification algorithms [9]. Additionally, they examined the impact of such algorithms on crop 

prediction and offered improved crop-related tactics. Lastly, they recommended enhancing the estimation and 

response time of the existing methods. Despite of high accuracy of the system, very few models were 

considered for the ensemble approach. 

A majority voting procedure followed by an ensemble approach, NB, K-nearest neighbors (KNN), 

and RF as base learners, was suggested by a recommended system [10] to crop for site-specific parameters to 

recommend a crop with high efficiency. The recommended crop is based on the crop yield estimation model 

[11], which assessed the ANN-GWO (artificial neural networks with grey wolf optimizer)'s efficiency for 

crop yield with a root mean square error (RMSE) of 3.19, and mean absolute error (MAE) of 26.65. This 

research's main objective was to develop a module that would help farmers choose the best crop for their 

region. However, it is a complex method for farmers to use for crop recommendation. These methods were 

recommended based on yield prediction of individual crops. 

An automated crop recommendation website [12] was created, utilizing datasets that offer 

comprehensive records of various area characteristics, development specifics, and soil parameters. 

Depending on the parameters in the dataset, their system might suggest crops. Crop projections covered 

every type of crop grown in the US and were not restricted to any one crop species. The dataset included data 

on all crops in every province at the district level, totaling over 2.5 lakh documents. The results demonstrated 

the effectiveness of ML techniques. With an accuracy of 93.2%, RF outperformed the other classifiers. The 

crop is suggested by a simple and better mobile application with a graphic user interface (GUI) integrated 

with the model, which helps to suggest crops [13] based on input parameters of weather and soil data. It also 

took into account crop cultivation expenses and the location, time, and source of irrigation. 

Several ML methods [14] use soil data about the area to forecast a suitable crop for a 

recommendation. Several ML approaches are used for soil classification, such as bagged trees, weighted 

KNN, and SVM models with gaussian kernel assistance. Accuracy can be increased since the crop was 

chosen by analyzing the quantities of soil rather than soil types. Performance metrics such as accuracy and 

F1-scores of a few ML algorithms [15], including decision tree (DT), SVM, NB, RF, logistic regression 

(LR), and extreme gradient boosting (XGBoost) evaluated, which use soil data to propose crops, XGBoost 

performed better than the other models. 

Farmers can choose crops by taking into consideration several factors such as geographic location, 

soil type, and planting season by using a crop-suggested system [16]. In addition, models like LR, NB, KNN 

with cross-validation, KNN, DT, and neural network (NN) are taken into consideration in PA, which 

concentrates on site-specific crop management. At 89.88%, the NN had provided a more accurate result. 

Nevertheless, NN implementation is a challenging process. 

Three steps weight calculation, categorization, and prediction make up the crop selection method 

[17], which was developed. There were 27 input criteria in total, which were broken down into 7 major 

categories: facilities, soil risk, input, season, water, and support. The initial stage involved utilizing the rough 

set methodology to assess the relative weights of each main criterion's sub-criteria, and then applying 

Shannon's entropy to determine the relative weights of the main criteria themselves. VIKOR 

(visekriterijumska optimizacija i kompromisno resenje) was used to determine the ranking index of the 

primary criteria because it is an effective method for sorting the alternatives and a multicriteria optimization 

and compromise solution. Understanding this model will take more expertise due to its complexity. 

A crop is recommended by the suggestion system [18] uses pattern matching techniques to enable 

farmers to choose the best crop for the sowing area and season. Farmers get benefits from it as a result since 

their net profit will increase. The system is capable of recommending a variety of crops that are most 

advantageous to producers in their decision-making process. This is accomplished by analyzing a dataset that 

primarily comprises five criteria: rainfall, soil moisture, temperature, slope, and humidity data values that are 

associated with horticulture. When soil parameters differ from one farm to another, then the pattern-matching 

technique may not be appropriate to consider in the model. 
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The crop selection method (CSM) [19] proposed to solve the crop selection problem to maximize 

the yield of crops in a season. It led to maximum economic improvement for the nation. Soil characteristics 

are ignored by the method in the crop selection process, though it is an important parameter. To predict the 

best crop(s) for the area, a comparative [20] based analysis of several wrapper feature selection methods 

along with ML classification techniques was conducted. Based on the results of the trial, the recursive feature 

elimination technique in conjunction with the adaptive bagging classifier outperforms the other analytical 

approaches. The accuracy of this approach can be increased by adjusting the hyper-parameters of the ML 

models. 

The deep learning technique (DLT) based crop-specific recommender system [21] by considering 

historical crop and climate data. ACO-IDCNN-LSTM, a hybrid technique combining ant colony optimization 

(ACO) with deep convolution neural networks (DCNN) and long short-term memory (LSTM), has been 

proposed for crop prediction in DLT, LSTM, and DCCN networks. High accuracy levels, typically 95.1%, 

are often achieved by DCNNs. There are additional layers and NN operations involved in this process. 

Implementing CNN and LSTM is therefore highly complex. Additionally, there is a high ACO 

convergence rate. 

A study methodology combining machine learning and data balance was put out [22] for crop 

recommendation. 14 ML models are tested using Kaggle data, and boosting (Cboost) obtains the highest 

accuracy (99.15%), F-measure (0.9916), and precision (0.9918). Gaussian Naïve Bayes (GNB) does well in 

Matthews correlation coefficient (MCC) and receiver operating characteristic (ROC) (0.9569). Most 

classifiers took into account a small number of factors when suggesting crops. A crop recommendation 

system (CRS) [23] for Maharashtra that improves farmer production by utilizing data from 2001–2022. By 

using DL and ML, such as RF for 92% accuracy and LSTM for weather forecasting, the CRS enhances 

agricultural efficiency by recommending the best crops based on local conditions. This model is limited to a 

relatively small number of crops. By making informed judgements regarding irrigation, planting, and 

harvesting, the ML prediction model [24] in agriculture improves crop production. The model emphasizes the 

potential of integrating internet of things (IoT) data and online resources to enhance accuracy, attaining a 

classification accuracy of up to 99.59% using algorithms such as Bayes Net classifier.  

A crop recommendation system [25] was proposed to assist producers in making informed decisions 

by utilizing ML. The system has the potential to increase crop output and reduce costs in the face of 

challenges such as population growth by predicting agricultural yields and suggesting optimum crop 

management practices in the context of algorithms such as DT, NB, and RF. The application of data analytics 

techniques, such as LR with NN, was employed to forecast crop prices [26], taking into account factors such 

as the area harvested and planted. The study determined that XGBoost was the most effective technique for 

price prediction. 

Utilizing a variety of visualization tools, a model [27] incorporated mobile applications and ML to 

assist farmers in identifying the most effective conditions for planting, harvesting, and fertilizing crops. This 

model can also be modified to provide fertilizer recommendations. A regression-based ML system [28] that 

employs NB classifiers to forecast fertilizer usage and crop yield for crops in Mysore based on soil nutrients 

has demonstrated high accuracy for wheat, ragi, and paddy. These models can also be improved to create 

user-friendly applications specifically designed to meet the requirements of producers. 

Existing solutions are developed using synthetic data to model design for crop recommendation. 

These models are unable to consider other soil parameters like Copper and Sulphur. Few solutions utilized 

DL methods for crop recommendation. Particularly in developing nations, it is imperative to customize 

recommendations for small-scale and subsistence farmers. Significant computational resources are necessary 

for numerous sophisticated models, particularly those that involve deep learning. Research could investigate 

methods to decrease the energy consumption of these models, particularly in developing countries with 

restricted access to high-performance computation. 

Considering all gaps in the existing literature, a proposed model needs to be less complex, more 

accurate and consider all soil and weather parameters. The key contributions of this study have been listed 

below:  

− Propose an enhanced stacked ensemble model for crop prediction with high accuracy by comparing six 

ML models, multi-layer perceptron (MLP), XGBoost, KNN, DT, and SVM. 

− Seven different crops have been classified for the prediction, based on input soil parameters such as 

Nitrogen, Phosphorus, Potassium, pH, Manganese, Organic Carbon, Zinc, Electrical Conductivity, Iron, 

Boron, Copper, Sulphur, and weather parameters such as rainfall, and temperature.  

The paper has been structured as follows: section 2 analyses the literature review of crop prediction 

or recommendation systems. Section 3 explains the details of the proposed model along with other ML 

models with analysis. Section 4 discusses about model's performance evaluation results and analysis. Section 5 

concludes the research paper. 
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2. METHOD 

The basic approach of ML is categorized into three broad types, based on the nature of the learning 

paradigm. These are supervised learning, unsupervised learning, and reinforcement learning. In supervised 

learning, the predictive machine learns from patterns and relationships among features of data. It further 

classifies into two types based on the target/output value of the model, i.e. classification and regression. 

Examples of supervised learning are DT classifier, RF classifier, KNN classifier, and MLP.  

ML models are learned or experienced by taking training and testing on a given dataset. There is a 

limitation in individual ML models that tend to perform poorly, due to the occurrence of high bias. An 

alternative solution is to combine individual models into either parallel or sequential. Combining multiple 

models can happen in three ways, namely bagging, boosting, and stacked. In bagging, the same ML model 

can be considered parallelly for intermediate prediction, and the final prediction is evaluated based on the 

major voting of these intermediate predictions. In boosting, the same ML model takes in sequence so that 

incorrect prediction of the first training model forwarded to the next training model to make the combined 

model to be strong in prediction.  

Stacking means combining multiple base models and making a meta-model. It combines the 

prediction of multiple ML models to create a more robust predictive model. It leverages the diversity among 

individual models to improve overall performance, accuracy, and generalization. Ensemble methods are 

widely used in various ML tasks, including regression, classification, and anomaly detection. The basic 

structure of stacked ensemble learning is represented in Figure 1. It is a four-step process, initially multiple 

base learners (Classifier 1, Classifier 2, ..., Classifier n) train on the dataset. Next, by using the prediction 

outputs of each learner to form a new dataset. Later a meta-model train on the newly formed dataset. At last, 

the meta-model produces the final prediction value. 

 

 

 
 

Figure 1. Simplified structure of stacked ensemble learning 

 

 

2.1.  Dataset description  

In this work, the dataset that has been utilized for prediction is taken from a website [29]. This data 

is related to five districts named Anantapur, Chittoor, Kadapa, Kurnool, and SPSR Nellore of Andhra 

Pradesh, which is a state in south India, which contains instances of 14 input parameters, 12 out of 14 

parameters are soil parameters. It is categorized into macronutrients such as Nitrogen, Phosphorous, 

Potassium, Sulphur, Calcium, and Magnesium and micronutrients such as Iron, Boron, Zinc, and Copper and 

2 are climate parameters such as rainfall and temperature. These nutrients are very important to grow a 

healthy crop. 

 

2.2.  Pre-processing 

The dataset contains a few outliers and missing values, which may be sensitive to a few ML models 

like SVM, LR, KNN, and DT. As it is related to classification, the mean imputation method is used to make 

missing values into suitable values. Features of the dataset are in different ranges, so each data point of 

features needs to scale in the same range. To make scale data points, the first mean of the column vector X is 

calculated, next the standard deviation of X, and calculate new scale value by using (1). 
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𝑋𝑛𝑒𝑤 =
𝑋𝑖−𝑋𝑚𝑒𝑎𝑛

𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛
 (1) 

 

2.3.  Data splitting 

In this work, the dataset is split into “train-tests” with different sizes to find better training and 

testing of the model and get better accuracy. Here, 70%-30% means 70% of total data is used for training 

models and the remaining 30% is kept for testing the models. The total number of instances is 315,344, the 

training 70% size is 220,740 instances, and the test 30% size is 94,604 instances. 

 

2.4.  Classification algorithms 

ML models are used for either classification or regression. The majority of ML models perform both 

prediction, such as classification and regression. This paper mainly focuses on the classification work and 

models to make a clear analysis of the study. This research paper is concerned with classification models. 

 

2.4.1. Decision tree 

DT [30] are a popular classification technique that uses top-down procedure to create tree structure 

classifiers using given data. The ID3 algorithm, based on entropy, is used to calculate information gain, 

determining which attribute to be as root and internal node in the tree to split further. An expansion, the C4.5 

algorithm, is based on ID3 and includes features like predicting continuous values and handling missing 

values. The DT is created by selecting the highest IG feature from the dataset and splitting it into sub-trees. 

This process is repeated until all features are covered in the DT. 

 

2.4.2. Multi-layer perceptron 

A MLP [31] is a type of ANN-based non-linear model that falls under the category of feedforward 

NNs. It consists of multiple layers of nodes (neurons) arranged layer by layer structure, including an input 

layer, one or more hidden layers, and an output layer. MLPs are widely used for supervised learning tasks 

such as regression and classification. The prediction capability of MLP comes from by maintenance of multi-

level layers of neuron networks.  

The basic structure of MLP is represented in Figure 2, X1, X2, X3, and X4 are input data values, 

which are assigned to neurons of the input layer along the bias. In each layer, neurons perform operations 

such as the summation of weights and activation functions. In the output layer, the SoftMax function 

generates the final predicted result Y based on probability. MLPs can make flexibility and complex model 

relationships in data, making powerful tools for various applications. 

 

 

 
 

Figure 2. Multi-layer perceptron 

 

 

2.4.3. Support vector machines 

A SVM [32] is a supervised ML algorithm that is generally applied in high-dimensional spaces for 

applications of classification and regression. It is a binary classifier that categorizes data variables into either 
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class 0 or class 1. The hyperplane of the SVM is selected to optimize linear separation between two-class 

data sets of two-dimensional space points. The objective of generalization is to identify an n-dimensional 

hyperplane that optimizes the separation of data points from their potential classes. Data points that are 

closest to the hyperplane and have the minimum distance are referred to as support vectors. The foundation 

for data point separation calculations is a kernel function, which includes linear, polynomial, gaussian, 

sigmoid, and radial basis function (RBF) functions. The efficiency and fluidity of class separation are 

regulated by these functions, and the hyperparameters may be adjusted to induce overfitting or underfitting. 

 

2.4.4. K-nearest neighbours 

KNN [33] works based on the principle of ‘k’ nearest labels or values to datapoint. It is useful either 

for classification or regression. For classification, it considers the nearest ‘k’ values takes the majority voting 

label and gives it as output. For regression, it considers the nearest ‘k’ values average as output. To find the 

nearest ‘k’ values, Euclidian or Manhattan distance measure will be used. The formula for Euclidian distance 

‘𝑑’ of two points (𝑋1, 𝑋2) 𝑎𝑛𝑑 (𝑌1, 𝑌2) is: 

 

𝑑 = √(𝑋2 − 𝑋1)2 + (𝑌2 − 𝑌1)2         () 

 

2.4.5. Extreme gradient boost classifier 

The XGBoost [34], [35] extension for gradient-boosted DT. It is a popular and skillfully executed 

approach, represented as a DT, in gradient-boosted trees. It employs a technique that builds on the sequence 

of weak learners. To construct the XGBoost tree, start with finding the residual of DT-1, a weak tree, is given 

to DT-2, another weak tree, to reduce the overall residue. This process is continued until the final tree, n. 

Every XGBoost tree model lowers the residual from the tree model that came before it, in contrast to RF. 

Similar to the derivation of first-order for error information that the traditional gradient boosted DT (GBDT) 

employed. Cost functions are performed by XGBoost using both first- and second-order derivatives. The 

configurable cost function is additionally enabled by the XGBoost tool. To accurately predict a target 

variable, it combines the predictions of simpler models and multiple weak trees.  

 

2.5.  Proposed enhanced stacked ensemble learning 

Enhanced stacked ensemble learning is an advanced form of ensemble learning based on stack 

generalization [36] that combines the strengths of individual models with additional enhancements to 

improve stacked model performance and robustness.  

 

Algorithm 1. Algorithm for stacked ensemble machine learning 
Input: Training dataset D= (𝑋, 𝑌), where X ∈ set of input features and Y ∈ output labels. A 
set of base learners ‘B’= {DT, XGBoost, KNN, SVM, MLP}, Meta learner: Random Forest model.  

Output: Predict a crop for a given input. 

1: The dataset ‘D’ is divided into ‘k’ (Example ‘k’=5) fold partitions, denoted as 

D={D1, D2, D3,…, Dk}. It helps in obtaining predictions for the training set without 

overfitting. 

2: for b=1 to B do 

3:       Train base classifier using Di-1 folds as the training set. 

4: end for 

5: Create a new training set for the meta-learner. 

6: for b=1 to B do 

7:       Use fold Di as the test set for prediction by the base classifier. 

8: end for 

9: Aggregate the predictions from all k folds to form a new dataset D′={(X′, Y)}, where 

Xi′ is a vector of predictions from each base learner for the j
th vector sample. Yj  

is the true output label for the jth sample. 

10: Train the meta-learner RF on the new dataset D′ with true output labels Yi as the 
target. 

11: To make a final prediction on a new, unseen test sample Xtest: 
12: Obtain predictions from each base learner Bi  on Xtest. 
13: Combine these predictions to form a new feature vector Xtest′ for the meta-learner. 
14: Predict the final output using the meta-learner model with Xtest′. 

 

Stacking, in general, involves training multiple individual base learners parallelly, combining their 

predictions and use to train meta learner, often referred to as a meta-model or aggregator. In Figure 3, DT, 

gradient boosting, KNN, support vector classifier, and MLP are base learners and RF is a meta learner. The 

final prediction will be given by the meta-learner. For this research study, enhanced stacked ensemble 

learning has different ML algorithms some models are base learners at the initial level, and prediction results 

of these base learners are considered as input parameters for the next level meta learner for training and 

cross-validation. 
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Figure 3. Structure of the proposed enhanced stacked ensemble model 

 

 

3. RESULTS AND DISCUSSION 

This research study investigated existing and traditional ML models such as DT, XGBoosting, 

KNN, and SVM, which have not comprehensively incorporated with soil and weather data for crop 

recommendation. Additionally, ensemble models have scope to improve performance in terms of accuracy 

and F1-score. Accuracy measures overall correctness, precision evaluates the quality of positive predictions, 

recall evaluates sensitivity to positive instances, and F1-score balances precision and recall. It is essential to 

comprehend these metrics to conduct a thorough evaluation and optimization of models in ML applications. 

A model generates the appropriate number of predictions by analyzing the observed values, which is 

the essence of accuracy. The defined values are evaluated to determine whether they are true or false.  

A measurement of accuracy is illustrated in (3). It is assessed based on true positive (TP), true negative (TN), 

false positive (FP), and false negative (FN) values. Here TP means a correct prediction that an outcome is 

positive, TN means a correct prediction that an outcome is negative, FP means an incorrect prediction that an 

outcome is positive, and FN means an incorrect prediction that an outcome is negative. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁)
 (3) 

 

Precision is a term that is used to assess the sensitivity and efficacy of a classification model. TP and 

FP statements are employed to quantify it. This classifier generates a positive probability result, which is 

computed by the values specified in (4). 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
 (4) 

 

Recall refers to the scenario in which classification outcomes are deemed bad based on the classifier's 

probability assessment. It is assessed by genuine positive and false negative statements. The (5) illustrates the 

computation of recall. 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
 (5) 

 

The F1-score is a value that is utilized in the process of calculating prediction performance. Recall 

and accuracy are both weighted and averaged together to determine the F1-score. The accuracy and recall are 

the metrics that are used to evaluate it. The computation of the F1-score is displayed in the (6). 

 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =
2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙)
 (6) 
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In Figure 4, different ML models and the proposed enhanced stacked ensemble models are 

compared with respective performance using accuracy. This clearly states that the enhanced stacked 

ensemble model outperforms remaining ML models such as DT, XGBoost, KNN, MLP, and SVC. When 

there are imbalances in the classes of a dataset, the F1-score is a more useful metric than accuracy. An 

improved metric to assess different ML models along with stacked ensemble learning is the  

F1-score. In Figure 5, F1-score comparison of different ML models. It is covey that stacked ensemble 

learning outperforms than remaining ML models SVC, MLP, KNN, XB, and DT. Future research can 

integrate the method with web or mobile applications effectively used by farmers. 

 

 

 
 

Figure 4. Accuracy comparison of different ML models 
 

 

 
 

Figure 5. F1 score comparison of different ML models 
 

 

In this research work, ML models such as DT, XB, MLP, and SVC perform better than KNN with 

above 84% accuracy. As the dataset has more dimensions, KNN is unable to handle it properly. SVC 

produces 84.30% accuracy by forming multiple planes in such a way as to classify data efficiently. MLP has 

given the accuracy at 86.3% by training data non-linearly with adjusted weights and bias. The accuracy of 

DT is 86.3% given by taking the high IG feature as root to split tree. A boosting technique, XGBoost 

maintains an accuracy of 88.5% which is better than the accuracy of DT. The XGBoost tree was constructed 

in such a way that residuals of a DT were reduced level by level. The proposed enhanced stacked ensemble 

model gives better performance at 90-10 train test size with 93.10% accuracy. 
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The individual ML model just creates a relationship function in an attempt to map input towards 

output. But stacked ensembled learning takes things a step further by determining the connection between 

each ensembled model's prediction result on out-of-sample data and the actual value. As stacked ensembled 

are designed to be more robust than average boosting models or individual models, they typically produce 

better predictive performance. There are instances where even small gains in prediction accuracy have a 

significant impact on the business situation. 

This study considered and applied to five districts of Andhra Pradesh, future research can apply to 

the entire state as diverse soil and weather conditions. Future studies may explore integrating models with 

IoT devices to get real-time soil and weather data for crop recommendation. By utilizing a rich set of soil and 

climate data, the model significantly improves the precision of crop recommendations, thereby promising 

substantial benefits for the agricultural sector in terms of yield optimization and economic stability. 

 

 

4. CONCLUSION 

Enhancing productivity in PA has required the right crop-selection method by considering soil and 

weather data. Traditional ML methods like DT and XGBoost have made strides in predicting crop viability, 

but still, these fall short under complex, real-world conditions. The enhanced stacked ensemble ML model is 

an innovative approach that unites the strengths of various models into a singular, potential meta-model. This 

model's layered architecture significantly elevates prediction accuracy to an impressive 93.1%, by analyzing 

12 soil parameters, including essential nutrients N, P, and K, alongside climatic elements such as temperature 

and rainfall. The outstanding performance of the proposed ensemble model marks a transformative leap in 

PA, promising to revolutionize crop selection processes. By doing so, it empowers India's agricultural sector 

with the tools for not just survival, but also for thriving economically, guiding in a new era of agronomic 

intelligence and economic sustainability. 
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