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Abstract 
Traditional search engines based on syntactic search are unable to solve key issues like 

synonymy and polysemy. Solving these issues leads to the invention of the semantic web. The semantic 
search engines indeed overcome these issues. Nowadays the most important part of the data remains 
unstructured documents. It is consequently very time consuming to annotate such big data. Concept 
based retrieval systems intend to manage directly unstructured documents. Semantic relationships are 
their main feature to extend syntactic search. In most of the methods implemented so far, concepts are 
used for both indexing and searching. Words remain the smallest unit to process semantic relatedness. 
The differences persist in the way that concepts are represented, mapped to each other, and managed for 
the sake of indexing and/or searching. Our approach is based on Wikipedia concepts. Concepts are 
represented as an undirected graph. Their semantic relatedness is computed with a distance derived from 
a semantic similarity measure. The same distance is used to calculate both semantic relatedness and 
query matching. 
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1. Introduction  

To implement a concept based retrieval system, the first question is always “what is a 
concept”. There are many answers to this question. A concept may be any idea or thing that 
has a meaning by itself. Some concepts are mono-word while others are multi-word. A concept 
can be represented by a word, a sentence fragment, a whole sentence or an entire document. 
Concepts has been defined as WordNet entrees [1, 2]. The WordNet approach has solved 
certainly the synonymy problem. Query can be expanded using the synonyms. To solve 
polysemy problem the semantic web search engines use ontologies. The method is perfect in 
term of precision [3-5].  Another approach is based on word’s frequencies according to a given 
corpus. The Latent Semantic Analysis (LSA) [6, 7], presents a reduction method that optimizes 
concept extraction for a large scale of corpus. The LSA method uses matrix factorization 
instead of human comprehensible knowledge. Our approach is based on Wikipedia articles. 
Each of the selected articles represents one concept. Incomplete articles are not selected. The 
second issue to deal with is the choice of the tool. Tools could be statistical, probabilistic etc. 
We have chosen to use only one tool: the semantic distance between the three different entities 
that are queries, concepts and documents. The semantic distance is used to build an undirected 
graph of concepts. We consider that each concept may have a link to other concepts. We did 
not group the concepts into partitions. For this reason the graph representation seems to be the 
most adequate. Opposite the methods based on Formal Concept Analysis [8] and [9], we did 
not establish a hierarchy between concepts. 
  
 
2. Related Work 

The best choice for indexing is still unclear in information retrieval. Words or concepts, 
which one is the better? Yiming Yang [10] and Hersh et al [11] have investigated the best way 
to represent a document. For a sake of performance, indexing with words as lexical units is 
better than indexing with concepts. For a sake of relevance, indexing with concepts as semantic 
units is better than indexing with words. In a concept based retrieval system any idea, person, 
thing etc. can be a concept [12]. In such system users do not need to find a magic word that can 
connect them to the information they seek. William A. Woods [13] is one of the researchers who 
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developed very early (1997) a conceptual indexing method based on taxonomy where concepts 
are presented at sentence level. His method, does not use a hierarchy of concepts in contrast 
with Wright et al [14] and Chen et al [15]. Hierarchical relationships have been used by Hersh et 
al to implement SAPHIRE. SAPHIRE [16] combined both semantic and probabilistic methods to 
develop a heuristic retrieval environment. Concept based systems have been developed as an 
alternative to syntactic search [17] placing words into a context [18]. Most of the models 
developed to overcome issues related to syntactic search are not language dependent [19]. 
Concept can be extracted from query [20] or from documents [21]. Comparison have been 
made by Dobsa and Basie [22] between Latent Semantic Indexing and concept based indexing 
in information retrieval. Their results have shown that concept indexing is computationally more 
efficient than Latent Semantic Indexing. Different concept based web applications have been 
built using concept recognition [23, 24] for query answering. A survey conducted by Haav and 
Lubi [25], through thirty six concept based information retrieval tools on the web, have shown 
the need of improvement in different directions. Our approach is based on semantic 
relatedness. The question we intend to solve is how to efficiently use the concepts semantic 
relatedness to improve the state-of-the-art methods. For that reason we need an appropriate 
semantic distance and a pertinent concept representation. 
 
 
3. Semantic Distance 

We have presented in a previous work [26], not published yet, two semantic similarity 
measures ߜ and ∆. We have proven their accuracy to establish semantic relatedness and query 
relevance. We have defined the ߜ  and ∆ as: ߜሺܣ, ሻܤ ൌ

∩ಲశಳ

∪ಲశಳ
, and   

∆൫ܦ௜, ௝൯ܦ ൌ
ఋ൫஽೔,஽ೕ൯ା௃௔௖௖௔௥ௗሺ஽೔,஽ೕሻ

ଶ
 , where  ∩஺ା஻ denotes the sum of the number of occurrences for 

all the common words in two given texts ܣ and ܤ,  ∪஺ା஻ denotes the sum of the number of 
words in A and the number of words in B including eventually their occurrences, and 
,௜ܦሺ݀ݎܽܿܿܽܬ  ௝. Now weܦ ௜ andܦ ௝ሻ denotes the Jaccard similarity measure for two documentsܦ
are interest in a distance function that can measure the relevance and relatedness. The choice 
of the distance is dictated by the graph representation of the concepts. Let consider the 
following data represented by Table 1. 
 
 

Table 1. The Semantic Relatedness between the Documents ܦଵ, … ,  .଺ܦ

 
 
 
We define a distance denoted by ݀∆ for all documents ܦ௜and ܦ௝ such that: 
 

݀∆൫ܦ௜, ௝൯ܦ ൌ
ଵି∆ሺ஽೔,஽ೕሻ

∆ሺ஽೔,஽ೕሻ
                                                            (7) 

 
 

Table2. The semantic distances between the documents ܦଵ, … ,  .଺ܦ
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We can calculate the distance for all documents ܦ௜, and ܦ௝ such that ∆ሺܦ௜, ௝ሻܦ ് 0 as 
represented by Table 2. 

݀∆ is always positive. When two documents are same the distance is zero. When two 
documents have no similarity the distance is not defined. ݀∆ is a distance but it is not a metric 
because the triangle inequality is not verified. If the triangle inequality is respected, it could be 
very important when we have to calculate the path. From now on we only use ݀∆ when 
computing either query to concept relevance or concept to document relatedness. 
 
 
4. Concept Representation                                                                                                                                     

To represent the concept we have retrieved Wikipedia articles and selected those are 
complete and well written. The selection is certainly subjective but the selected articles (almost 
2.5 millions articles) cover a large range of knowledge if we keep in memory that the current 
number of English words is represented by 616.500 entrees according to the Oxford English 
Dictionary, 2nd edition. From each selected article we remove the stop words, apply the 
stemming and store the remaining in a repository. From each selected article we have only one 
concept. Concepts are only stored but not indexed. We thus calculate their semantic 
relatedness with the ݀∆ distance and represent them as an undirected graph. The edges are 
represented by the semantic distances between the articles. If we consider the documents 
,ଵܦ … ,  .଺ as concepts, we can represent them by an undirected graph as illustrated by Figure 1ܦ
When two concepts have no semantic similarity, there is no path from one to the other. By that 
method we have built an undirected graph of concepts from the selected articles. We can 
remark that each time we compare two articles the distance is between zero and 500 as long as 
the stop words are not removed. For this reason we have to remove the stop words and take 
500 as the limit to establish the semantic relatedness. The number 500 corresponds to one 
occurrence of exactly one common word for two documents that have 1000 words as sum of 
their lengths. Indeed if two entities have a total of one thousand words but less than one word 
occurs one time in both, we can conclude that they are not semantically related. Consequently, 
from now on, each time the distance is not less than 500 we conclude that there are neither 
relatedness nor relevance. We do not need to calculate the relatedness beyond this limit. We 
thus gain a performance because the computation cost decreases. 

 

 
Figure 1. An Undirected Graph of Concepts Constructed from  ܦଵ, … ,  .଺ܦ

 
 
5. Indexing Documents 

 

 
 

Figure 2. Indexing Representation 
 
 

The indexing uses Apache Lucene. Thirty three stop words are removed from each 
document and stemming is applied using the porter algorithm. In addition we have changed the 
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tf-idf similarity measure that uses Lucene. The similarity measure to index the documents is the 
݀∆. Lucene is compatible with multi-index. It can easily create and manage multi-index, Fig2. 
The first way is to index the documents directly using the same ݀∆ measure. This index works 
exactly like syntactic search. Consequently if a document is not related to any concept, it can be 
retrieved. Our approach extends syntactic search. We thus have two indexes to consider. 

The second way to index a document is to measure its relatedness to each of the 
concepts. Once we have established the semantic relatedness for all the concepts and built the 
undirected graph of concepts. 

 
 

Table 3. Indexing Documents 

 
 
 

We thus can index any document to be retrieved. If the semantic distance from a 
document to a concept is less than 500, we add the document to the concept as related 
document with the corresponding distance. The document is consequently added to the graph 
of concepts. If we have, for example, three documents ܦଵ, ,ଶܦ  ,ଷ and the previous conceptsܦ
(section 4) as represented by Table 3, we can index the concepts and add the documents to the 
graph as represented, Figure 3. 
 

 
Figure 3. Conceptual Indexing Representation 

 
 
6. Query Matching 

Each query is processed in two different directions according to the index we consider. 
To search in the index created directly, we process the query as in syntactic search. There is 
nothing to change and we only call Lucene’s Index Searcher to process the query. To search 
the index that have been built with the concepts, we have to consider the query as a document 
and measure its relatedness to the concepts. When we know the relatedness of the query to the 
concepts, we can calculate the distance from the query to the documents via the matched 
concepts. We thus consider the paths from the query to the documents. If the path to a 
document is less than 500, the document is returned with the corresponding distance. 
Otherwise null is returned. Index1 is processed first and returned documents are collected and 
sent to a renderer. Index2 is processed at the second time, and each retrieved document is 
checked in the list of retrieved documents from index1. When a document that has been already 
returned from index1 with a given distance ݀ଵ is again returned from index2 with another 
distance ݀ଶ, we compare the two distances and return the document with the minimum distance 
min ሼ݀ଵ, ݀ଶሽ to avoid the no risk of duplication. If a document has not yet been returned from 
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index1, we return the document with its corresponding distance. If we consider the following 
graph, fig4, where ܦ௜ are documents, ܥ௜ concepts and ܳ a query, we can calculate the paths 
from ܳ to each of the documents. We thus can retrieve from index2 related documents. Related 
documents are those within a distance less than 500 from the query ܳ via their related 
concepts. To retrieve each relevant document we have to sum the distance from the query to its 
related concept and the distance from that document to the concept, as indicated by the arrows, 
Figure 4. 

 

 
Figure 4. Index2 Query Processing 

 
 
7. Discussion 

The aims of this study, at this step, is to show that one can retrieve documents related 
to a given query without knowing the magic word that link you to the information needed. The 
approach extends syntactic search. The first contribution of this methods is to use the same 
measure to compute both query to concepts and concepts to documents relevance. This 
oneness allows us to express the path and retrieve the relevant documents. The second 
contribution is that the results are absolute, not corpus dependent, unlike the works mentioned 
earlier. The last contribution is to consider the concepts like they are: semantically dependent. 
The question we expected to answer is to score the improvement providing the rate for both 
recall and precision. The limitation is that at this step we have not been able to use the 
concept’s relatedness. For example document ܦଶ (Figure 4) is relatively closed to query ܳ but, 
at this step of the implementation, we are unable to retrieve documents that are not directly 
linked to the concepts matched by the query. For this limitation we did not investigate to 
measure the accuracy of this method compared to syntactic search. It seems for us more 
important to develop a method that can retrieve all the relevant documents. In addition, one may 
ask why the graph representation of the concepts if we do not use that information. At this step 
the semantic relatedness of concepts have not been used. These issues lead us to investigate 
query expansion. Query expansion is one the solutions of the interrogations we may have at 
this step of the implementation.  
 
 
8. Conclusion 

We have presented a concept based approach for information retrieval. Our approach 
is based on Wikipedia articles. It extends syntactic search using semantic relatedness. It 
presents another way to improve syntactic search. All the presented concepts are different, and 
each one is related to only one subject therefore our method overcomes both polysemy and 
synonymy problems. The semantic measure applied to the graph structure presents an 
opportunity to better optimize the semantic relevance. Nevertheless the concept’s semantic 
relationships have not yet been in use. Our future work is to increase the performance with the 
concept-to-concept interactions. 
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