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 Extracting the speaker's emotional state has become an active research topic 

lately due to the demand for more human interactive applications. This field 

of research has noted significant advancement, especially in the English 

language, owing to the availability of massive speech-labeled corpora. 

However, the progress of analogous methodologies in the Arabic language is 

still in its infancy stages. This paper presents a new massive natural speech 

emotion dataset and a speech recognition model for the Moroccan Arabic 

language. Four primary emotion labels were selected: happy, sad, angry, and 

neutral. Various spectral features, such as the mel-frequency cepstral 

coefficient (MFCC), were extracted and tested to determine the optimal 

feature combination. A convolutional neural networks (CNNs) model was 

built and trained on our dataset. The results were compared between spectral 

features individually and combined with the CNN model resulting in the 

selection of MFCC, root-mean-square (RMS), mel-scaled spectrogram, and 

spectral, as optimal spectral features for our dataset. This selection yielded 

significant results, with an accuracy of 99.55% for emotion recognition, 

outperforming the existing research. 
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1. INTRODUCTION  

From the early decades of mechanization, humans were interested in building machines to facilitate 

their lives. Therefore, the advancement and innovation of many automatic machines were built to replace the 

daily routine jobs of humans [1]. Hence, they built smart cities, homes, cars, and phones. Nowadays, 

researchers are interested in building more advanced machines that mimic humankind's thinking and 

understanding, which revolutionized the human-computer interaction (HCI) [2] field. HCI has emerged 

towards innovation, design, and construction of new kinds of information and interaction technology with 

human-like intelligence [3] by using advanced techniques such as speech recognition (SR). SR is a sub-filed 

of HCI interested in building smart entities that can understand and interpret voices humanly using phonetic 

and paralinguistic voice data, verbal and non-verbal elements such as voice-ton, pitch, and speed [4], [5]. 

Researchers in ref [6] highlighted that conversation is highly affected by the understanding of paralinguistic 

features. Therefore, a new field of study has emerged, speech-emotion recognition (SER) which is a sub-field 

of SR interested in extracting the speaker's emotional state based on speech signal properties [7]. One of the 

main questions that drew the attention of researchers in the SER field is what are the important voice features 

that identify a speaker's emotional state. Moreover, what makes SER important to the HCI field is that 

employing SER will enable computers to take a suitable action according to the speaker's emotional state 

which is a human-like characteristic. 

https://creativecommons.org/licenses/by-sa/4.0/
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The primary framework for constructing a SER system is as follows: (a) dataset building. SER 

datasets are categorized into three kinds [8]; natural or spontaneous speech datasets, which contain natural 

and authentic emotions; acted datasets, composed of recordings by a professional voice actor; and elicited 

dataset, which involves inducing specific emotions in a person to record their speech. (b) feature extraction. 

Speech is a continuous signal containing global and local information [9]. Therefore, feature extraction is the 

phase of extracting numerical data from speech using signal properties which are categorized into 4 classes: 

prosodic features, spectral features, voice quality features, and teager energy operator (TEO) based features [8].  

(c) classification algorithm, after collecting and labeling the dataset it is fed into a classifier to learn the 

patterns and connections between each utterance to predict new or unlabeled data. Both machine learning 

(ML), e.g., RF, DT, KNN, and deep learning, e.g., RNN, LSTM, models are used for this task, the choice 

between ML and DL models depends on various factors such as the size, type, and length of the dataset.  

The Arabic language can be divided into three categories. Classic Arabic, an official language of all 

Arabs and the language of the Quran. Modern standard Arabic (MSA), is a formal communication language 

commonly used in news and academic papers. Colloquial or dialectal Arabic language is used in daily or 

familiar conversations and it depends on regional variations. Despite the advancements in the field of SER, 

particularly in English, Arabic research is still in its early stages. This can be attributed to various factors, 

including the scarcity of well-structured datasets. In the state-of-the-art literature, we found that only three 

SER researches were conducted on dialectal Arabic in section 2. 

Recently, more interest has been directed towards the Arabic language. Hifny and Ali [10] authors 

proposed a new deep neural network attention-based architecture consisting of CNN-BLSTM-DNN and 

trained it on the KSUEmotions dataset [11] from which they extracted 13 MFCC spectral features to build an 

Arabic SER able to identify five emotion labels (i.e., neutral, happy, sad, surprised, and questioning). 

Employing this architect enabled the researchers to achieve an accuracy of 87.2 %. Ahmed [12] built an 

Arabic SER based on the BAVED dataset [13] to identify three emotion states, low emotion (tired or 

exhausted), neutral emotion, and high emotion (positive or negative emotions, happiness, joy, sadness, or 

anger). The proposed model tested both Wav2vec2.0 and HuBERT for the feature extraction phase and then 

the output was fed to MLP classifiers to predict the emotion label. The result showed that Wav2vec2.0 

achieved 89% accuracy, surpassing HuBERT, which achieved an accuracy of 84%. In a similar study by 

Klaylat et al. [14] researchers extracted only the prosodic feature from an Arabic dataset they built manually 

which consists of 3 emotion classes (i.e., happy, angry, surprised), and tested it with a thirty-five 

classifications model to find out that the best result obtained using the sequential minimal optimization with 

an accuracy of 95.52%. In Arabic dialects, three researches were conducted In [12] researchers built an SER 

system for the Saudi Arabic dialect to identify four emotion labels (i.e., happy, sad, angry, neutral), they 

created a dataset manually from which they extracted and tested three spectral features ( i.e., MFCC, mel 

spectrogram, and spectral contrast) individually and combined, with three classification models (i.e., SVM, 

KNN, MLP), the result showed that the KNN performed better with the combination of MFCC and mel 

spectrogram with an accuracy of 68.57%, and the SVM and MLP model performed better with accuracies of 

77.14% and 71.43%, respectively. Abdel-Hamid [15] researchers built a semi-neutral Egyptian Arabic 

dataset consisting of four emotions (i.e., happy, sad, angry, neutral) called ‘EYASE’. Prosodic, spectral, and 

wavelet features were extracted and compared with different combinations with SVM and KNN 

classification models. The experimental results showed that SVM outperformed KNN, achieving an accuracy 

of 95% for detecting emotion from male voices, 84.2% for female voices, and 90.7% for both genders. Anger 

emotion was found to be the easiest class to detect. Mustafa et al. [16] research was conducted on the 

Algerian Arabic dialect. The researchers used the MFCC spectral feature and tested it with twelve 

classification models on their manually built dataset to detect four emotion labels (i.e., happy, sad, angry, 

neutral), the result showed that the best accuracy obtained with LSTM-CNN model with an accuracy of 

93.34%. 

Despite the numerous advancements in SER systems for the Arabic language, a significant 

challenge remains unaddressed. The vast diversity within Arabic dialects, which varies greatly due to 

regional characteristics, poses a substantial obstacle. These variations hinder the generalization of existing 

SER models, rendering them ineffective across different dialects. Consequently, the creation of specialized 

SER systems for each dialectal Arabic is not just important but it is imperative. Therefore, a thorough review 

of current research reveals a glaring gap: no researcher has yet tackled the unique complexities of the 

Moroccan Arabic dialect. This oversight leaves a critical void in the field and highlights an urgent need for 

focused research. The main contribution of our paper in the SER field is summarized as follows: i) present 

the first speech emotion dataset for the Moroccan Arabic language (MADES), ii) building an SER system 

able to extract the emotional state from the speech of the Moroccan speakers, and iii) constructing an 

efficient deep-learning model that outperforms the existing research in the SER field. The rest of the paper is 

organized as follows: In section 2, we present the Methodology of our work. The experiment, discussion, and 

results are presented in section 3. Finally, section 4 concludes the paper and discusses future work. 
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2. METHOD 

2.1.  Dataset building 

In this work, we created a natural emotion speech dataset for the MADES. To keep the emotional 

naturalness of our corpus, the data were collected from popular Moroccan reality TV shows, radio programs, 

podcasts, and interviews. A group of audio and videos were conducted to select only meaningful ones that 

include clear emotional references. Subsequently, all the data are labeled and converted into audio using the 

WAV format. The final dataset consists of 1,505 records varied from three to ten seconds, based on the 

sentence length. Based on research in [16] Commonly, each speech can express one of the four emotions: 

happiness, anger, sadness, or neutrality. Therefore, we labeled each record with one of these emotion labels. 

The record labeling was conducted separately by two native Moroccan speakers. Only records that received 

the same label from both assessors, indicating a clear representation of the emotion, were included in the 

database. 

To ensure the representativeness of the dataset we included audio samples from both genders across 

various age groups, comprising 785 records of males and 720 records of females. Moreover, to reduce the 

risk of overfitting the sample size for each category is approximately equal. Furthermore, each record 

includes three pieces of information: the emotional state, age, and gender of the speaker. Thus, it can also be 

utilized for gender speech recognition or age identification. To our knowledge, this is the first Dataset for 

emotion recognition in the Moroccan Arabic dialect. The MADES dataset is available for research purposes 

upon request in [17]. Table 1 summarizes the dataset distribution. 

 

 

Table 1. MADES dataset distribution 
Emotion/gender Male Female Total 

Age: [10-20] Age: [20-40] Age: [40-60] Age: [10-20] Age: [20-40] Age: [40-60]  

Happy  12 146 19 21 142 39 379 

Sad 99 62 11 15 179 15 381 

Angry 63 125 90 42 22 65 407 

Neutral 68 34 56 56 102 22 338 

Total 242 367 176 134 445 141 1505 

 

 

2.2.  Feature extraction 

Building an efficient model is highly dependent on the quality of the training dataset. However, 

there is no standard feature extraction method in the state-of-the-art. In this work, we choose to extract the 

spectral features using the Librosa library [18], as they have proven promising results [12], [15], [16]. To 

choose only the most significant spectral features that are suitable for our dataset, we have extracted and 

tested five spectral features with our classifier: 

− Mel-frequency cepstral coefficients (MFCC), constitute a set of coefficients capturing the shape of the 

power spectrum of a sound signal [19]. MFCC is widely utilized in various applications, particularly in 

voice signal processing, such as speaker recognition, voice recognition, and gender identification [20]. 

− Root-mean-square (RMS) which computes the value RMS for each frame, either from the audio samples 

y or from a spectrogram.  

− Mel spectrogram is utilized to compute mel-scaled spectrograms, and focusing on the low-frequency part 

of speech. 

− Spectral feature variant: spectral centroid, spectral bandwidth, spectral contrast, spectral flatness, and 

spectral roll-off are all extracted. 

− Zero crossing rate (ZCR) of an audio time series.  

 

2.3.  Classification model 

In this work, a thorough investigation has been conducted to select the most pertinent classifier 

model for our dataset. Thereby, we choose to build and train a conventional neural network (CNN) model 

which is a deep-learning neural network known for its ability to learn complex patterns and can recognize 

local and global characteristics of input data, making it suitable for SR applications [21]-[23]. Moreover, they 

have shown good results in the literature. For example, training CNN mode for the SER system enabled the 

authors in [24] to achieve an accuracy of 86.06%, in [25] researchers achieved an accuracy of 79%, and in 

[26] authors achieved an F1-score of 86.65%. 

The CNN architecture model developed in this work comprises (n=19) nineteen layers, with (n=15) 

fifteen of them being CNN layers, as outlined in Table 2. To stabilize and accelerate the training of the neural 

network, a batch normalization layer was added after each 1D convolutional layer. To enhance the model's 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

 Convolutional neural network for speech emotion recognition in the Moroccan Arabic … (Soufiyan Ouali) 

1591 

generalization capability, a dropout rate of 0.2 was applied between the 1D convolutional layer, promoting 

resilience and preventing overfitting. Moreover, we added a max-pooling layer between the 1D convolutional 

layer to reduce the spatial dimensions of the input data. 

 

 

Table 2. The CNN architecture proposed 
Layers Type Details 

1 Conv 512 filter + kernel size = 5 + strides = 1 + padding = 'same'+ activation = relu 

2 Batch Normalization default 

3 MaxPool1D Pool size =5 +strides = 2+ padding = same 

4 Conv 512 filter + kernel size = 5 + strides = 1 + padding = 'same'+ activation = relu 

5 Batch Normalization default 

6 MaxPool1D Pool size =5 +strides = 2+ padding = same 

7 Conv 256 filter + kernel size = 5 + strides = 1 + padding = same + activation = relu 

8 Batch Normalization default 

9 MaxPool1D Pool size =5 +strides = 2+ padding = same 

10 Conv 256 filter + kernel size = 3 + strides = 1 + padding = same + activation = relu 

11 Batch Normalization default 

12 MaxPool1D Pool size =5 +strides = 2+ padding = same 

13 Conv 128 filter + kernel size = 3 + strides = 1 + padding = same + activation = relu 

14 Batch Normalization default 

15 MaxPool1D Pool size =3 +strides = 2+ padding = same 

16 Flatten default 

17 Dense 512 neurons + relu activation 

18 Batch Normalization default 

19 Dense 4 neurons + SoftMax activation 

 

 

3. RESULTS AND DISCUSSION 

3.1.  Dataset preprocessing 

After building the MADES dataset the total number of records is 1,505. Recognizing the 

significance of extensive data in training an efficient model, one key preprocessing technique employed is 

data augmentation [27]. This process involves creating new synthetic data samples by introducing small 

perturbations to the initial training set through the injection of various effects. The effects used in our dataset 

include: noise injection because in realistic scenarios sound audio signals frequently experience 

environmental noise, distortions, or interference. The model develops the ability to navigate such scenarios 

through training on data containing noise, leading to more accurate predictions in real-world conditions. 

Speed change: In practical environments, speaking speeds vary. Therefore, two versions of the original 

recording were created; one with speed multiplied by 1.25 and another with speed multiplied by 0.85. These 

values were chosen carefully to augment the data while preserving the original sense of the recording. 

Shifting time: A process that enhances the diversity of temporal aspects in the training data, thereby 

promoting greater robustness and adaptability in the model. Pitch change: generate records by changing the 

pitch of the audio signal. To maintain the sense of the original recording, the pitch is adjusted by a factor of 

0.6. 

The application of data augmentation, in which we implemented five effects, has generated 7,699 

records, contributing to the model achieving notable results, as illustrated in Table 3. Beyond creating a 

sufficient dataset, data augmentation plays a significant role in reducing training overfit. As represented in 

Table 3, the difference between training and validation accuracy when training the model on the original data 

is 6.3%, and the validation loss is 52.54%, signifying a substantial degree of overfitting. In contrast, when 

training the model with augmented data, the difference between training and validation accuracy is 0.11%, 

and the validation loss is 2.51% highlighting the absence of overfitting and good training. 

 

 

Table 3. The impact of data augmentation on model performance 
Learning rate/dataset Without augmented data % With augmented data % 

Training accuracy 87.81 99.33 

Validation accuracy 81.51 99.22 

Training loss 33.00 02.04 

Validation loss 52.54 02.51 

 

 

Another data preprocessing step involved standardizing the dataset, a crucial procedure in data 

analysis and machine learning [28], [29]. Given the sensitivity of the chosen model to outliers, we employed 
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the Standard-Scaler to standardize our dataset, and this had a positive impact on training the model, as 

illustrated in Table 4. (note: in this experience, we trained the model only on original data without augmented 

data). 

 

 

Table 4. The impact of dataset standardization on model performance 
Learning rate/dataset Without standardization % With standardization % 

Training accuracy 78.92 82.00 

Validation accuracy 70.19 81.51 

Training loss 55.74 51.97 

Validation loss 67.35 57.26 

 

 

3.2.  Feature selection 

Five features were evaluated to select the most significant features for training our model, including 

MFCC, mel spectrogram, spectral with its 5 variants, RMS, and ZCR. Starting with MFCC, a crucial feature, 

we wanted to investigate how many coefficients to include. While the first 13 coefficients are often seen as 

the most relevant, our tests as shown in Table 5, revealed that opting for 40 coefficients led to a better 

learning rate. Hence, we decided to include 40 coefficients from the MFCC feature. (note: in this experience, 

we trained the model only on original data without augmented data). 

 

 

Table 5. The impact of MFCC dimension number on model performance 
Learning rate/dataset With 13 MFCC features % With 40 MFCC features % 

Training accuracy 81.00 87.81 

Validation accuracy 81.51 82.51 

Training loss 33.00 02.04 

Validation loss 52.54 02.51 

 

 

After selecting the number of coefficients for the MFCC feature, we assessed the influence of other 

features. Table 6 presents the outcomes of various experiments conducted using individual features and 

combinations. Therefore, the best results were obtained by combining the following features: MFCC, RMS, 

Mel-spectrogram, and spectral with its 5 variants, resulting in a training and validation accuracy of 99.55% 

and 99.42% respectively. Therefore, the combination of features enhanced the classifiers' performance, 

leading to higher accuracy compared to individual features. 

 

 

Table 6. Recognition rate for different feature extraction combinations 
Features Validation loss % Training accuracy % Validation accuracy % 

MFCC 40  02.04 99.33 99.22 

MFCC 40 + RMS 01.75 99.48 99.09 

MFCC 40 + RMS + Melspec 01.95 99.53 99.03 

MFCC 40 + RMS+ Melspec + spectral 01.35 99.55 99.42 

MFCC 40 + RMS + Melspec + spectral + ZCR 01.39 99.56 98.51 

 

 

The experiment was conducted using the programming language Python 3.10.12, Keras 3.0.1, and 

Google Colab, with computations performed on a CPU. The duration of each experiment ranged from 

approximately 32 to 45 minutes. Considering the classifier hyperparameter, the optimal results were achieved 

after 20 epochs, utilizing a batch size of 32, and implementing a learning rate reduction to 0.0005, we used 

the “Adam” optimizer and “categorical cross-entropy” as a loss function. This configuration played a crucial 

role in enhancing the model's performance. 

For a deeper analysis of the results, we constructed confusion matrices illustrating the classifiers' 

performance in predicting each emotion as shown in Figure 1. On these matrices, the x-axis signifies the 

predicted labels, while the y-axis signifies the true labels. Notably, the angry emotion class exhibited robust 

predictions, achieving the highest accuracy rate of 99.73%. This result can be explained by the fact that the 

angry emotions class contains high frequency and pitch as shown in Figures 2 and 3 which are easily 

captured by the CNN classifier. As illustrated in Table 7, the results are compared to the state of the art, 

demonstrating that our model outperformed existing research. 
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Figure 1. Confusion matrix of our Arabic SER model 

 

 

 
 

Figure 2. Wave plot for audio with happy emotion 

 

 

 
 

Figure 3. Wave plot for audio with angry emotion 

 

 

Table 7. Comparing our model with state-of-the-art models 
Model Accuracy 

[12] Arabic SER with BAVED dataset 89 % 

[15] Arabic (Egyptian dialect) SER 88.3% 

[30] Arabic (Saudi dialect) SER 77.14 % 

[31] Arabic (Algerian dialect) SER 93.34 

Our model, Arabic (Moroccan dialect) SER 99.55% 
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4. CONCLUSION  

With the advancement of AI and the automation of various sectors, automatic speech recognition 

has emerged as a prominent research field, offering alternatives to routine human tasks in areas like call 

centers, healthcare, virtual assistants, and domains such as smart cities, smart homes, and smart devices. 

While extensive research has been conducted in English, the exploration of this field in the Arabic language 

is still in its early stages. This paper contributes to the field of SR by developing an efficient model capable 

of recognizing the emotional state of the speaker in the Moroccan Arabic dialect language. Through a series 

of experiments involving dataset creation, feature extraction, and classifier model selection, we identified 

optimal combinations to build an effective model; data augmentation exhibited a noteworthy enhancement in 

model learning, resulting in an 11.52% increase in training accuracy. Standardizing the dataset further 

enhanced model learning, resulting in a 2.08% increase in training accuracy, while selecting the appropriate 

number of MFCC coefficients boosted training accuracy with an increase of 6.81% in training accuracy. 

Combining MFCC, mel-spectrogram, spectral features, and RMS with a CNN model further improved the 

model performance, raising the accuracy from 99.33% to 99.55%. The model achieved promising results, 

with a 99.55% accuracy rate for the speaker's emotional state. The challenge of limited data prompted our 

decision to build a model predicting only four emotional states. In future work, we aim to create a larger 

dataset encompassing at least eight emotional states and explore additional prosodic and spectral features to 

further enhance the model's accuracy. Furthermore, building a SER model for the Morrocan Arabic dialect 

using Transformers as they have shown notable results in this field.  
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