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Depression, a widespread mood disorder, significantly affects global mental
health. To mitigate the risk of recurrence, early detection is crucial. This study

explores socioeconomic factors contributing to depression and proposes a novel
machine learning (ML)-based framework for its detection. We develop a tailored
questionnaire to collect textual and numerical data, followed by rigorous feature
selection using methods like backward removal and Pearson’s chi-squared test.
A variety of ML algorithms, including random forest (RF), support vector ma-
chine (SVM), and logistic regression (LR), are employed to create a predictive
classifier. The RF model achieves the highest accuracy of 96.85%, highlighting
its effectiveness in identifying depression risk factors. This research advances
depression detection by integrating socioeconomic analysis with ML, offering
a robust tool for enhancing predictive accuracy and enabling proactive mental
health interventions.
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1. INTRODUCTION

The rapid advancement of technology and human skills has profoundly influenced both physical and
mental health [1]]. Despite the growing awareness of physical well-being, mental health often remains under-
valued, leading to a rise in mental health issues that evolve into disorders, including depression. Depression, a
prevalent and debilitating mental illness, affects individuals of all ages, impairing their emotions, thoughts, and
behaviors [2]]. In the 2019-2020 academic year alone, a staggering 20.78% of adults experienced mental health
issues, with over 50 million Americans affected [3]. The global COVID-19 pandemic has further exacerbated
mental health challenges, with anxiety and hopelessness increasing by 25% worldwide [4]. Even post-recovery
from the virus, individuals may still face lingering effects contributing to depression [5].

The pandemic’s multifaceted impact, spanning mental, physical, and economic realms, has manifested
in heightened levels of anxiety, insomnia, substance abuse, and other adverse outcomes. Socioeconomic factors
such as unemployment, familial disconnection, and social isolation have compounded feelings of despair and
disillusionment [6]. Alarmingly, approximately 280 million individuals worldwide suffer from depression,
with a significant portion receiving inadequate treatment, particularly in low- and middle-income countries.

Journal homepage: http://ijeecs.iaescore.com



1232 ) ISSN: 2502-4752

The global suicide rate, a tragic consequence of untreated depression, underscores the urgency of addressing
mental health issues. In the realm of depression research, several studies have tackled various aspects of mental
health detection using machine learning (ML) techniques.

Ferdowsy et al. [[/] focused on predicting obesity risk, employing nine ML algorithms on a dataset
comprising 1,100 instances and 28 features. Logistic regression (LR) emerged with the highest accuracy of
97.09%, while gradient boosting (GB) classifier yielded the lowest accuracy at 64.08%. Feature selection tech-
niques such as correlation and principal component analysis (PCA) were utilized to identify critical features.
Arif et al. [8] proposed a ML technique for detecting drug addiction in the population of Bangladesh. Nine
ML classifiers were applied to a dataset containing 510 instances and 23 attributes, with LR achieving the
highest accuracy of 97.91%. Correlation and PCA were also employed for feature selection to enhance model
performance. Khatun ez al. [9]] investigated the detection of betel nut addiction using ML techniques. Among
six classifiers applied to a dataset comprising 1001 samples and 19 features, random forest (RF) achieved the
highest accuracy of 99.00%, while Naive Bayes (NB) obtained the lowest accuracy at 91.04%. Feature selec-
tion methods, including PCA and chi-square, were employed for improved accuracy. Mia et al. [10] introduced
a ML approach to determine the registration status of students in private universities in Bangladesh. Seven ML
algorithms were applied to a dataset with five features, achieving an accuracy of 85.76% with support vector
machine (SVM) and 79.65% with RF.

Shahriar et al. [11] aimed to predict vulnerability to drug addiction using ML algorithms. Three
classifiers were applied to a dataset comprising 498 samples and 60 attributes, with RF achieving the highest
accuracy of 94.00%. Lee and Kim [12] focused on predicting problematic smartphone use using ML tech-
niques. Among three classifiers applied to a dataset with 29,712 instances and 27 features, RF achieved the
highest accuracy of 82.59%, while decision tree (DT) had the lowest accuracy at 74.56%. Keya et al. [13]
employed ML approaches to analyze the performance of garment women’s working status in Bangladesh. Five
ML algorithms were applied to a dataset with 512 instances and 13 features, with LR achieving the highest
accuracy of 69%. Govindasamy and Palanichamy [[14] utilized ML techniques on Twitter data to detect depres-
sion. Two classifiers were applied to datasets with 1,000 and 3,000 instances respectively, with both models
achieving an accuracy of around 92.34% and 97.31%. Sadeque et al. [15] explored depression detection in so-
cial media by focusing on individuals exhibiting signs of depression within online communities. Amanat ef al.
[16] employed deep learning algorithms to predict depression, achieving an accuracy of 99% using long short-
term memory (LSTM) and recurrent neural network (RNN) algorithms on textual data.

Against this backdrop, our research endeavors to contribute to the early detection of depression us-
ing ML algorithms [17], [18] and feature selection techniques [19]]. By analyzing a dataset comprising 6,186
instances and 28 features related to depression. We aim to identify individuals at risk of depression and distin-
guish them from non-depressed individuals. The primary objectives of our study include detecting depression
using mixed data (both numerical and textual), gathering comprehensive data through tailored questionnaires,
and applying feature selection techniques to enhance model accuracy.

The main contributions of this study are below:

i) Development of a combined dataset incorporating both textual and numerical data, augmented through
oversampling and chi-square technique to increase dataset robustness.

i1)  Utilization of the developed dataset to train ML classifiers for accurate prediction of depression, achieved
by converting dataset into binary values for labeling.

iii)  Proposal of a RF model, demonstrating superior performance with training accuracy of 97.37% and
testing accuracy of 96.85%, surpassing other classifiers.

iv)  Application of nine ML classifiers to effectively detect depression from mixed data, achieving accuracy
rates exceeding 78% in most cases.

In this study, the proposed system architecture in section 2, the result analysis in section 3, and finally the

conclusion and future plan in section 4 are discussed sequentially.

2. METHOD
The working procedure of the proposed system architecture is illustrated in Figure|l| and an explana-
tion of the mechanism is described in below.
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Figure 1. Proposed system architecture of depression detection

2.1. Dataset

Data collection was conducted through online sources including websites, web portals, and social
media platforms such as Facebook, Instagram, and Twitter, utilizing the data-collecting tool Facepager. Addi-
tionally, face-to-face interviews were conducted with individuals affiliated with medical institutions, hospitals,
and clinics. This approach involved interacting with individuals who were diagnosed with depression or ex-
hibited symptoms of mental disorder, albeit being comparatively challenging and time-consuming. Despite the
challenges, a total of 520 records were obtained through these two methods [20]. To comprehend the regional
factors contributing to depression, a questionnaire was developed by reviewing literature, relevant websites,
and consulting regional psychiatrists. Initially, a draft questionnaire was created, which was later refined to in-
clude a total of 28 items. These questions are structured as multiple choice questions (MCQs) with two or more
possible solutions. A dataset comprising 520 cases was collected based on the responses to these questions,
which serve as input data for the proposed system. Each question in the questionnaire presents respondents
with specific answer options, such as binary choices like “yes” or “no”. The data collection process is depicted
in Figure[2] encompassing various steps outlined below.

Data Collection

Methods ) Raw Dataset [mmm) Data

Online Survey Preprocessing
Questionnaire Analysis

Eliminated Less Feature Analysis
Necessary _ using Chi-squared _ Data Augmentation
Features Test

Figure 2. Working process of data collection and feature analysis with chi-squared test

2.1.1. Questionnaire analysis

We administered a set of 28 questions to users to gather data, with the intention of extracting informa-
tion for future analysis based on their responses [21]]. These questions, detailed in Table[I} encompass various
aspects related to the individual’s circumstances, including inquiries about age, family crises, and mental pres-
sure [22]. The solutions to these questions typically involve more than two options, such as “yes” or “no”, with
each response contributing to the assessment of the individual’s likelihood of experiencing depression. For
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instance, questions pertaining to age, family dynamics, and mental well-being are particularly relevant indica-
tors. Following the collection of responses, the model can then determine whether the individual exhibits signs
of depression or not. For a comprehensive list of questions, please refer to Table |1} while Table 2| presents an
analysis of the corresponding solutions.

Table 1. Questions to collect data from person interview or website making a dataset
S.L  User’s information to find out depression

1 Your Age range?
2 Your gender?
3 Your occupation?
4 What kind of relationship is between you and your family?
5 Can you share your personal matter with your family members easily?
6 Do you have a family crisis?
7 Is your family supportive?
8 Do you have faced any Violence in your family?
9 How did you spend your lockdown time during COVID 19?
10 During COVID 19 lockdown, did you feel lonely?
11 If you are a student, are you satisfied with your academic result?
12 If you are a student, Online class during COVID 19 affect your mental health?
13 Did you retreat from your study because of COVID 19?
14 If you are an undergraduate, have you fallen in Session clutter because of COVID 19?
15  Are you afraid to apply abroad for your higher study because of COVID 19?
16 What kind of relationship is between you and your friends/ colleagues?
17 What is your relationship status?
18  Are you happy with your partner?
19 Are you tensed about anything that you cannot forget anymore?
20  Are you worried about the uncertainty of getting a job because of COVID 19?
21 Are you happy with your current situation?
22 Did you attack yourself for some reason during COVID 19?
23 Did you loss your closer anyone due to COVID 19 and you cannot forget this situation till now?
24 Which things are always pressurized on you?
25  Are you addicted to any drugs?
26 Have you ever experienced bullying from friends or through social media?
27 Do you spend most of your time on Social media?
28 Do you have sleeping (insomnia) problem?
Table 2. Top 10 features of collected raw dataset with top five value
Features Data 1 Data 2 Data 3 Data 4 Data 5
Age 18-25 18-25 25-40 18-25 18-25
Gender Female  Female Male Male Male
Occupation Student ~ Student  Service holder ~ Student  Student
Relationships Strong Strong Normal Strong Strong
Data sharing No Yes Yes Yes Yes
Family-crisis No No No No No
Mental pressure Yes No Yes No No
Supportive-family Yes Yes Yes Yes Yes
Family-violence No No No No Yes
Violence pressure No Yes No No Yes
2.1.2. Raw dataset

After finishing the data collection, we got a total of 520 records with 28 features. The features are:
‘Age’, ‘gender’, ‘occupation’, ‘relation-with-family’, ‘shared-personal-matter-with-family’, ‘family-crisis’,
‘mental-pressure-due-to-crisis’, ‘supportive-family’, ‘faced-Violence’, ‘mental-pressure-due-to-violence’,
‘spend-lockdown’, ‘feel-lonely-during-COVID19’, ‘Satisfied-academic-result’, ‘mental-pressure-due-to-
online-class’, ‘retreat-from-study-due-to-COVID19’, ‘mental-pressure-due-to-retreat’, ‘fallen-into-session-
clutter’, ‘mental-pressure-due-to-session-clutter’, ‘afraid-apply-abroad’, ‘relation-with-friends’, ‘relationship-
status’, ‘happy-with-partner’, ‘tensed-something’, ‘worried-uncertainty-getting-job-COVID-19’, ‘mental-
pressure-due-to-getting-job’, ‘happy-with-current-situation’, ‘attack-yourself-in-COVID-19-situation’, ‘lost-
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closer-during-COVID-19’, ‘pressurized-on-you’, ‘addicted’, ‘bullied-social media’, ‘mental-pressure-due-to-
bullied’, ‘spend-much-time-social-media’, ‘insomnia-problem’. Only “age” contains the numerical value, and
the other features contain the textual value. In most cases, textual-based features have two values: yes or no.
The top 10 features are shown in Table |2| with their values. The other 18 features also have almost the same
value, like data sharing and violent pressure. That means they contain two Boolean values: yes and no. So, we
ignored adding these features here due to length.

2.2. Data labeling

Data labeling, also known as data annotation, plays a pivotal role in ML tasks [23]]. Labeled data
is essential to prevent issues such as overfitting or underfitting, which may occur when using unlabeled data.
Without proper labeling, classifiers may misclassify or exhibit reduced accuracy, thereby disrupting the desired
outcome [24].

In our proposed method, we opted for binary transformation as most features possess two distinct val-
ues, such as “yes” or “no”. Table[3]displays the binary-transformed values for a total of 28 features, showcasing
the top 5 values. While presenting the top 10 features in this table, we omitted the remaining features as they
exhibit similar characteristics.

Table 3. Binary transformed value for some features with top five values
Features Datal Data2 Data3 Data4 Data$
Relationships 1 1 0 1 1
Data sharing
Family-crisis
Mental pressure
Supportive-family
Family-violence
Violence pressure

SO = = O O
(=l =
SO = OO ==

1
0
0
1
1
1

OO =~ O —

2.3. Data preprocessing

The questionnaire serves the purpose of gathering essential insights into the primary causes of depres-
sion prevalent in Bangladesh. Data collection was conducted through two methods: online search and personal
interviews. Ultimately, a total of 520 instances were amassed. The subsequent step in our methodology involves
data preprocessing, which encompasses four fundamental tasks [235]], [26]]:

1. Null values were filled electronically to ensure completeness of the dataset.

2. Missing values labeled as “nan” were manually addressed to ensure compatibility with subsequent oper-
ations.

3. Some feature values were updated to binary “yes” or “no” format to align with the classification method
to be used in the model.

4. Redundant values were eliminated from the dataset to streamline the analysis process.

2.4. Data augmentation

Given the imbalanced nature of our dataset, we employed oversampling techniques [27], [28] to rec-
tify the imbalance. A commonly used method in the literature for generating additional samples is the synthetic
minority over-sampling technique (SMOTE). Through oversampling, our dataset expanded by approximately
6,186 samples, resulting in a well-balanced dataset suitable for training our ML model. Specifically, Table []
showcases a selection of seven randomly chosen features along with their corresponding matrix format, fol-
lowing oversampling. Other features were disregarded due to their similarity.

Table 4. Over sampled matrix format of the features

Feature Matrix format
Gender (610, 26)
shared-personal Matter_-with-family (702, 26)
Supportive-family (1100, 26)
Mental Pressure-due-to-violence (1592, 26)
Addicted (5846, 26)
Insomnia-problem (6258, 26)

Attack-yourself-in-COVID19_situation (2948, 26)
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2.5. Chi-squared test analysis and feature selection

Without assuming any particular distribution, the Pearson’s chi-squared test of independence is a sta-
tistical technique used to evaluate the relationship between two categorical variables based on their frequencies
[29]. This test enables us to determine whether there is a significant correlation between the predictor variables
and the target variable in our dataset, where all of the variables are categorical. This test’s null hypothesis
presupposes that there is no relationship between the variables.

The chi-squared test, shown in Figure 3] can be used to ascertain whether the target variable and the
feature variables are dependent on one another. This is accomplished by creating a contingency table, which
arranges the variable frequencies in an organized manner and is also referred to as a cross-tabulation or two-
way table. Based on the variations between observed and expected frequencies in the contingency table, the
test computes a chi-squared statistic [30]]. We reject the null hypothesis and conclude that there is a significant
association between the variables if the computed chi-squared statistic is greater than a critical value determined
by the degrees of freedom and selected significance level. In contrast, if the computed statistic is less than the
critical value, we are unable to reject the null hypothesis, indicating that there is no meaningful correlation.

The analytical form of the chi-squared test statistic for a contingency table with 7 rows and ¢ columns
is given by:

T c Ol—EZQ
Xzzzz( jEij ])

i=1 j=1

where:
— Oy represents the observed frequency in the ith row and jth column of the contingency table.

— E;; represents the expected frequency in the ith row and jth column, calculated under the assumption of
independence between the two categorical variables.

The chi-squared test statistic follows a chi-squared distribution with degrees of freedom equal to
(r — 1)(c — 1) under the null hypothesis of independence between the variables. By comparing the calcu-
lated chi-squared statistic with the critical value from the chi-squared distribution, one can determine whether
to reject or fail to reject the null hypothesis. Using the chi-square test, based on the relationship between each
independent feature and target variable, we selected 25 variables. For one independent variable, the null hy-
pothesis was false. So we removed this feature. Among the original 26 features in our data collection, the 25
special variables used for creation have been evaluated as having the highest impact.

[[ 74 51] [[1128 656]
[1987 1238] [1371 962]
[2194 611] [17e@ 323]
[ 22 =89]] [ 78 4e]]
Age vs Family-crisis Occupation vs Family-
crisis
[[ 794 451]
[[2333 843] [ 366 444]
[1944 1138]] [ 183 117]
Faced-violence vs [2934 969]]

Family-crisis Relationship-status

vs Family-crisis

Figure 3. Feature analysis with chi-test for target and other variables

2.6. Classifiers

In this study, we applied a total of 9 ML classifiers to detect depression from both textual and numerical
datasets. The classifiers are used to find out the depression with optimum solutions. The used classifiers are
described below.

2.6.1. Random forest

RF is a popular ensemble learning algorithm that constructs multiple DTs during training and com-
bines their predictions to reduce overfitting and improve accuracy for both regression and classification tasks
(311, [32]. Figure []shows working process of the proposed RF classifiers.
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2.6.2. Multilayer perceptron

The multilayer perceptron (MLP) is a basic artificial neural network (ANN) with a layered architecture
consisting of an input layer, one or more hidden layers, and an output layer, enabling it to model complex non-
linear relationships between inputs and outputs.

2.6.3. Decision tree

The DT algorithm is a popular and straightforward ML method that constructs a tree-like structure
for regression and classification tasks, offering ease of use, interpretability, and the ability to handle both
categorical and numerical data.

2.6.4. Logistic regression

LR is a statistical technique used for binary classification problems, modeling the probability of a
binary outcome based on predictor variables and converting raw predictions into probabilities using the logistic
function [33]).

2.6.5. Gradient boosting
GB is an ensemble learning technique that builds a strong predictive model by iteratively adding weak
learners, typically DTs, each improving on the residuals of the previous models to enhance overall accuracy.

2.6.6. Gaussian Naive Bayes

Gaussian NB is a probabilistic classification algorithm based on Bayes’ theorem, assuming features
are independent and normally distributed, making it effective for tasks like text classification and spam filtering,
especially with continuous data.

2.6.7. Support vector machine

SVM is a powerful supervised learning algorithm that determines the optimal hyperplane to sepa-
rate classes in the feature space, useful for both linear and non-linear data, particularly in high-dimensional
spaces [34].

2.6.8. K-nearest neighbors
K-nearest neighbors (KNN) is a non-parametric ML algorithm that assigns a data point to the majority
class among its nearest neighbors, commonly used for tasks with non-linear decision boundaries [35].
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2.6.9. AdaBoost

AdaBoost (ADA-B), or adaptive boosting, is an ensemble technique that combines several weak learn-
ers by adjusting their weights based on misclassified instances, enhancing classification performance through
iterative improvement.

3. RESULTS AND DISCUSSION
3.1. Data splitting

The dataset underwent a division into training and testing subsets, allocated at an 80% to 20% ratio,
respectively. Both subsets utilized binary expressed values for training and testing purposes. Various ML
techniques were employed to construct a predictive binary classifier using the training set. These techniques
included GB, ADA-B classifier, KNN, gaussian NB, SVM, DT, RF, and LR. The selected target variable for
the classifier was “Family crisis,” chosen due to the significant role of financial issues in male depression. The
model’s output was compared against the target variable of the test set to evaluate the accuracy and effectiveness
of the classifier.

3.2. Used classifier parameters
We review the many parameters utilized to build the classifiers and run experiments in this part. The
parameters vary based on the classifiers. See the parameter details in Table [5]that are used in the study.

Table 5. Classifier parameter details

Classifiers Parameter
LR Dual=False, solver=‘1bfgs’, penalty=‘12’
DT threshold="gini’, maximum depth=25, random state=0 splitter = “optimal”
RF The smallest samples are “4 for departs 9 for splits in half, 114 for estimations, and 22
for random states,” while the maximum depth is 25 and the maximum features are
“log2.”
SVM random state=0, kernel=‘rbf’
KNN weights="‘uniform’
Gaussian NB varsmoothing=1e-9
MLP Random state = 0, activation = logistic, solver = 1bfgs
GB classifiers Loss = “deviance,” learning rate = 0.1, and n estimators = 100
ADA-B classifier n estimators= 50

3.3. Evaluation metric

In this study, we used classifiers to predict sad individuals. We used the Scikit-learn function accuracy
score() [36l, [37], which uses the test dataset’s classifiers’ projected results, to determine the accuracy.
TP (true positive): it indicates the amount of accurately predicted dataset by the classifier.
FP (false positive): the amount of dataset had the classifier incorrectly predicted as being in good health when
they are depressed.
FN (false negative): the classifier mislabeled a number of outcomes as having addictions when, in fact, they
were healthy in the sample.
TN (true negative): the number of outcomes in the dataset is correctly classified as depressed by the classifier.

A B TP+TN 0

Y = TP TN+ FP+ FN
TP

Precision — 2

rectsion TPLFP 2)
TP
Recall = m (3)
_ 2% Precision x Recall 2xTP

F1= “4)

Precision + Recall =~ 2xTP+ FP+ FN

In addition to figuring out these numbers, we also measured the AUC value and produced the ROC
curve (receiver operator characteristic). In a ROC diagram, the X- and Y-axes for the TP rate (recall) and
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FP rate (1-TNR) are displayed, respectively. Comparing the potency of different prediction models is done
using the two-dimensional area under the ROC curve, or AUC. A higher AUC value typically indicates bet-
ter prediction performance. The classifier that performs the best is chosen after taking into account all of
these variables.

3.4. Confusion matrix analysis

If the explanation of error analysis were used, it would be simpler to comprehend how well the chosen
classifier performed. A confusion matrix makes error analysis easier to understand. The value of it, the best
classifier after training with 28 features is displayed in Figure [5} Out of the 1,238 total predictions, 848 re-
spondents were correctly recognized as being in good health, while 17 healthy respondents were misclassified
as being in bad health. In the instance of depression predictions, 41 depressed respondents were mistakenly
classed as healthy, while the remaining 346 respondents were accurately recognized. Compared to depression
responses, the classifier makes fewer mistakes in the healthy class.

- 80O
- 700
o - 848
- 600
- 500
- 400
- 300
- - 200
- 100
0 1

Predicted label

Tue label

Figure 5. Confusion matrix of RF classifier

3.5. Accuracy scores

Since the feature analysis is performed using the chi-squared test, and we selected 28 features based
on it, we performed nine algorithms shown in Table [6] and analyzed their accuracy score. We got the highest
accuracy in DT classifiers at 99.49% for training and 96.44% for testing accuracy.

3.6. ROC and AUC value analysis

A classifier, named RF, has the best accuracy among trained classifiers, according to an analysis of
the data in Table [ We need to look at the ROC signal for every classifier to test performance in terms of
sensitivity and specificity in addition to classification accuracy. Comparing classifiers was done using AUC
values and ROC curves, which provide reliable descriptions of discriminating skills. Accuracy ratings may not
fully explain the situation, thus AUC values are necessary to comprehend how the classifiers performed in both
the healthy and addicted classes in our study. By comparing accuracy scores and AUC values, we may arrive
at a convincing decision on which model is best. The results presented in Table [§ and Figure [6] show that the
RF classifier has the highest correlation when we look at the AUC result for the learners who have the highest
accuracy scores, with a success rate of 96.85% and a mean AUC of 0.99. Figure[7]shows ROC curves for SVM,
KNN, and ADA-B classifiers.

Table 6. Training and testing accuracy of the used classifiers

Classifier Training accuracy %  Testing accuracy %
LR 85.79 87.80
DT 99.49 96.44
RF 97.37 96.85
SVM 95.98 95.64
KNN 97.33 96.20
Gaussian NB 78.48 79.89
MLP 99.49 96.61
GB classifiers 92.92 93.38
ADA-B classifier 86.50 88.61
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Figure 7. ROC curves for SVM, KNN, and ADA-B classifiers

3.7. Precision, recall, and F1-score analysis of the used classifiers

The classifier with the best accuracy and AUC value among all of them is a RF classifier trained with
28 feature variables. Consider Table[7, which contains explanations of each of the classifiers mentioned above
along with additional metrics like recall and precision [38]], [39].

Table 7. Precision, recall, and F1-score value for all classifier

Classifier Class Precision  Recall ~ Fl-score
LR Healthy 0.90 0.92 0.91
Depressed 0.82 0.78 0.80
DT Healthy 0.97 0.97 0.97
Depressed 0.94 0.94 0.94
RF Healthy 0.97 0.99 0.98
Depressed 0.97 0.92 0.95
SVM Healthy 0.96 0.98 0.97
Depressed 0.96 0.90 0.93
KNN Healthy 0.97 0.98 0.97
Depressed 0.94 0.93 0.94
Gaussian NB Healthy 0.91 0.79 0.84
Depressed 0.63 0.82 0.72
MLP Healthy 0.97 0.98 0.98
Depressed 0.95 0.94 0.94
GB Healthy 0.94 0.97 0.95
Depressed 0.93 0.85 0.89
ADA-B Healthy 0.90 0.94 0.92
Depressed 0.85 0.76 0.80
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3.8. Comparison with state-of-art method

The quality of our suggested depression prediction method can be assessed by comparing it to the
work of some of our relatives. After reading a significant number of research articles, we discovered that there
has been a lot of work done on prediction, but it is challenging to locate work that is pertinent to ours. Some
work has been done mentioned in Table [§]

Table 8. Comparison with previous studies

Reference Technique Accuracy
140] ADA-B classifier 92.56%
[41] SVM 78.59%
[42]) RF 75%
[43] Convolutional neural network (CNN), RNN  87%, 80%

(5] SVM, NB 79%, 83%
[41 Gaussian mixture, SVM 70%, 75%
[44] SVM, KNN, ANN 79.27%
[45] Visual geometry group (VGG)-Net 90%
Our study RF 96.85%

4. CONCLUSION

In this study, we present a robust framework for depression detection by integrating textual and nu-
merical data using ML techniques. By analyzing socioeconomic factors and designing a tailored questionnaire,
we identified key features contributing to depression and developed a predictive classifier using various ML
algorithms. Our methodology, validated on real-world datasets, achieved a high accuracy of 96.85% with the
RF model, highlighting its effectiveness in identifying depression risk factors. This research represents a sig-
nificant advancement in depression detection strategies, providing a comprehensive framework for proactive
intervention in mental health care. For future work, we aim to further enhance the predictive accuracy of the
model by exploring additional feature selection techniques and optimizing the ML algorithms. Additionally,
we plan to extend the research to incorporate more diverse datasets and validate the framework across different
demographic groups and cultural contexts. Furthermore, integrating real-time monitoring and feedback mech-
anisms into the framework could enable timely intervention and personalized support for individuals at risk of
depression.
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