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 The optimal reactive power dispatch (ORPD) problem is considered as an 

important aspect in power system operation of the reactive power, which is 

vital to maintain network voltage within desirable limit for system 

reliability. In conventional ORPD problem, the resistance of components in 

power systems is considered to be independent to their temperature 

variations. Actually, there is a correlation between the branch resistance and 

temperature, thus the temperature should be taken into account when 

performing power flow analysis to improve the accuracy in the calculation 

of the power flow and power loss on branches. This paper proposes a new 

chaotic equilibrium optimization (CEO) method to solve the temperature-

dependent based optimal reactive power dispatch (TDORPD) problem in 

power systems by optimizing the reactive power loss and voltage deviation. 

The proposed CEO algorithm is implemented for the conventional ORPD 

and TDORPD problems on the benchmark IEEE 30 bus testing network. 

Moreover, the effects of temperature variations on the considered TDORPD 

problem are also considered. The obtained results have demonstrated a better 

performance of the proposed CEO algorithm compared to the original EO 

and other methods in the literature review for the problem in terms of the 

solution quality, which confirms its efficacy to effectively resolve the ORPD 

and TDORPD problem. 
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1. INTRODUCTION 

An accurate analysis of power flow always plays a pivotal role in the scheduling, operation, and 

expansion of power system, addressing issues such as contingency analysis, transient stability, and economic 

dispatch. Hence, the precise power flow calculation in power system is imperative. In power system, every 

equipment has interior resistance which varies with temperature, particularly evident in overhead lines where 

current flow induces joule losses, increasing line temperature. For instances, environmental factors, 

conductor diameter, and emissivity influence line temperature. Although resistance for pure conductors is a 

function of temperature growth, conventional power studies completely ignore the temperature effect. 

Additionally, the assumption of constant line resistance in typical power flow studies comes up to 

temperature-induced errors in power flow as well as the computations of power loss in branches. 

https://creativecommons.org/licenses/by-sa/4.0/
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Temperature rise must be considered in the computation in order to get precise branch losses. Optimal power 

flow has been recognized as a crucial instrument in evaluating the financial performance of the electricity 

market in a deregulated electricity framework. Therefore, temperature effect has a big impact on power flow 

accuracy [1]. 

The optimal reactive power dispatch (ORPD) stands as a pivotal optimization challenge crucial for 

ensuring the safeness and stable operation of power systems. Within the ORPD framework, the primary aim 

is minimizing the active power loss in power systems subject unit and system constraints. To achieve this 

objective, control variables including voltage at generation buses, reactive power shunt compensations, and 

power transformer taps are optimized by the ORPD problem. Therefore, it is essential to adhere to constraints 

concerning the power balance at buses, generator output limits, and security limits, rendering the ORPD 

problem a difficult and expansive optimization problem. Traditionally, the ORPD problem in power systems 

has garnered significant attention across various applications, employing both classical and cutting-edge 

optimization methodologies. On that account, a fully coupled temperature-dependent power flow approach is 

adopted in this study as well as the effects of temperature variations on the considered TDORPD problem. 

To solve the ORPD problem, some traditional optimizers have been proposed, including the interior 

point method [2]-[3], linear programming [3], quadratic programming [4], Newton method [5], and nonlinear 

programming [6], gradient search [7], dynamic programming method [8], and Lagrangian method [9]. As 

could be seen clearly, these methods have achieved optimal results with reasonable quality. However, they 

have suffered from some drawbacks for dealing with the practical ORPD problem. For instances, the Interior 

Point Method frequently suffers with sophisticated implementation and is extremely sensitive to starting 

points, rendering it ineffective for large-scale tasks [2]-[3]. Linear Programming is confined to linear issues 

and may produce approximation mistakes when applied to nonlinear systems [3]. Similarly, quadratic 

programming is limited to quadratic objectives, making it difficult to deal with non-linearity [4]. The Newton 

Method is fast but necessitates computationally costly Hessian matrices, and can be sensitive to initial 

assumptions, with a preference for local convergence [5]. Nonlinear programming incurs substantial 

computational costs and is prone to and ended up stick in local optima, resulting in sluggish convergence [6]. 

Gradient-based approaches, while commonly used, are prone to local minima and rely heavily on step size 

and differentiability [7]. Dynamic programming suffers not only from dimensionality but also resulting in 

excessive memory utilization and difficult formulas [8]. Finally, the Lagrangian Method frequently faces 

non-convex issues, where duality gaps and parameter tuning difficulties might limit its usefulness  [9]. 

In the last two decades, metaheuristic algorithms have recently been demonstrated to be capable of 

finding optima or near-optima solutions to a various optimization problems in a variety of engineering 

disciplines. The following are some prominent studies that have applied metaheuristic methods to ORPD 

problems: moth-flame optimization (MFO) [10], water cycle algorithm (WCA) [11], gravitational search 

optimization (GSO) [12], teaching-learning-based optimization (TLBO) [13], differential evolution 

optimization (DEO) [14], exchange market algorithm (EMA) [15], genetic algorithm (GA) [16], particle 

swarm optimization (PSO) [17], [18], artificial bee colony optimization (ABCO), differential search 

algorithm (DSA) [19], krill herd algorithm (KHA) [20], gray wolf optimization (GWO) [21], ant lion 

optimization (ALO) [22], [23], whale optimizer algorithm (WOA) [24]-[26], backtracking search (BSA) [27], 

stochastic fractal search (SFS) [28], social spider algorithm (SSA) [29], and archimedes optimization (AO) 

[30]. Despite the fact that such the methods have demonstrated the satisfactory performance and accuracy 

increment when solving the ORPD problem, they remain reliant on the conventional power flow problem for 

their calculations. In order to enhance the precision of the ORPD solution, it is important to examine the 

effect of temperature in power flow computation. In ORPD, various metaheuristic algorithms struggle with 

notable limitations that affect their performance. MFO and PSO are susceptible to premature convergence 

and blocking in local optima, especially in complex high-dimensional problems [11], [12]. Similarly, WCA 

and ALO suffer from reduced exploration power, leading to suboptimal solutions [13], [14]. GSA and DSA 

often have slow convergence and poor constraint handling in ORPD [15], [16]. Algorithms such as TLBO, 

ABC, and GWO may exhibit limited diversity in the search process, making them susceptible to local optima 

[17]-[19]. DE, GA, KHA also has to due with challenges, particularly due to slow convergence and the need 

to carefully tune settings to balance exploration and exploitation [20]-[22]. While WOA and BSA perform 

well in exploration, they often exploit inefficiencies, leading to premature convergence [23], [24]. Finally, 

SFS and SSO struggle to remain a balance between exploration and exploitation, which affects their 

effectiveness in refining solutions to ORPD [25], [26]. 

While temperature fluctuations significantly impact load flow analysis, there remains a dearth of 

studies exploring their effects on power system research. Shaheen et al. [27] introduced the g-best guided 

ABC (GABC) method to tackle optimal power flow (OPF) issues considering temperature variations. 

Similarly, Nguyen et al. [28] devised a chaotic whale optimizer (CWO) for addressing the dependence of 

temperature in OPF problems. These investigations analyzed the temperature impact on fuel consumption, 
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real power losses, and resistance of components using IEEE 30 bus and 2383 bus systems. However, the 

existing literature lacks the exploration into the temperature effect of the ORPD issue. 

Overall, the aforementioned algorithms have met several challenges such as slow convergence, 

sensitivity to local minima, and difficulty handling complex, nonlinear, and constrained power systems in 

ORPD scenarios. In addition, the existent studies neglect temperature effect on the ORPD problem. 

Motivated by these considerations, this research introduces a novel chaotic equilibrium optimization (CEO) 

method to address the dependence on temperature based optimal reactive power dispatch (TDORPD) issue in 

power systems. Notably, our study marks the first exploration of temperature effects on the ORPD dilemma. 

We enhance the CEO with a chaotic local search strategy to improve search efficiency. Implementation of 

the presented algorithm is executed on the IEEE 30-bus test system across multiple case studies. This paper 

delivers the following key contributions: 

− The TDORPD is determined as the single-objective and multi-objective problems considering voltage 

profile enhancement and active real power loss minimization. To improve the accuracy of TDORPD 

problem, this study uses a fully coupled temperature-dependent power flow (FC-TDPF) approach [31] to 

perform power flow analysis considering the temperature effect on the components in power system. 

− The chaotic methodology is amalgamated with the mature equilibrium optimizer (EO) framework to 

formulate a fresh metaheuristic method called CEO, specifically tailored for tackling the TDORPD 

conundrum. CEO is applied to address the TDORPD issue using the 30-bus network across various case 

studies. Different temperature increments are examined during the TDORPD problem-solving process to 

scrutinize their impact on the TDORPD solutions. 

− The performance of the proposed CEO is evaluated and analyzed through simulation. Then, it is compared 

with the conventional EO method and other methods in the literature to validate its efficacy. 

 

 

2. THE PROPOSED MOETHOD 

2.1.  The temperature-dependent power flow 

The conductor resistance varies depending on the temperature of the metal conductor. As a function 

of temperature, resistance is given as following (1) [31]: 
 

𝑅 = 𝑅𝑟𝑒𝑓 ×
𝑇+𝑇𝐹

𝑇𝑟𝑒𝑓+𝑇𝐹
 (1) 

 

in which, 𝑅𝑟𝑒𝑓 is the resistance of branch at the reference temperature (𝑇𝑟𝑒𝑓); R is the resistance of the 

conductor; 𝑇 is the temperature of the conductor; TF is the temperature coefficient.

 To perform power flow analysis, this study uses a fully coupled temperature-dependent power flow 

approach (FC-TDPF) considering the temperature effect on the branch elements. It is assumed that the power 

network is operated at both a thermal and electrical steady state in the FC-TDPF. From the conventional 

Newton-Raphson approach, the mathematical formula of the FC-TDPF is modified in the state vector, 

mismatch equations, and Jacobian matrix [1]. 

In the FC-TDPF formulation, each temperature-dependent branch incorporates temperature 𝑇 as an 

extra state variable alongside the state variables of voltage magnitude 𝑉 and voltage angle 𝛿. Therefore, the 

considered state vector of the FC-TDPF may be expressed in per-unit as follows (2) [1]: 
 

𝑥 = [𝑉 𝛿 𝑇]𝑇 (2) 
 

There are three mismatch equations in the FC-TDPF: mismatch equations for active power, reactive 

power, and temperature difference in the following (2)-(4) [1]: 
 

𝛥𝑃𝑖 = (𝑃𝐺𝑒𝑛,𝑖 − 𝑃𝐿𝑜𝑎𝑑,𝑖) − 𝑃𝑖(𝛿, 𝑉, 𝑇) (3) 

 

𝛥𝑄𝑖 = (𝑄𝐺𝑒𝑛,𝑖 − 𝑄𝐿𝑜𝑎𝑑,𝑖) − 𝑄𝑖(𝛿, 𝑉, 𝑇) (4) 

 

𝛥𝐻𝑖𝑗 = 0 − 𝐻𝑖𝑗(𝛿, 𝑉, 𝑇) (5) 

 

An additional state variable 𝑇 requires a reconstruction of the Jacobian matrix. Partial derivatives of 

active power, reactive power, and temperature difference equations are determined according to (𝑉, 𝛿. and 

𝑇). The modified Jacobian matrix is defined as follows (6), (7) [1]: 
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 (6) 

 

[
𝛿𝑣+1

𝑉𝑣+1

𝑇𝑣+1

] = [
𝛿𝑣

𝑉𝑣

𝑇𝑣

] − 𝐽(𝛿𝑣, 𝑉𝑣 , 𝑇𝑣)−1 ⋅ [
𝛥𝑃𝑣

𝛥𝑄𝑣

𝛥𝐻𝑣

] (7) 

 

The main process for solving the FC-TDPF problem can be expressed in the following steps [31]: 

- Initialize all the state variables (magnitude 𝑉, 𝛿. and 𝑇); 

- Modify the resistances of all branches to match the most recent temperature estimate, as given in (1); 

- Update the admittance matrix Ybus using the values of branch resistances; 

- Formulate the modified Jacobian matrix based on (6); 

- Define the mismatch of three equations based on (3), (4), and (5); 

- Define the updated in (7): 

- Performed the loop repeatedly until the three mismatches (𝛥𝑃, 𝛥𝑄, 𝛥𝐻) are within the range of tolerances 

desired. 

 

2.2.  Problem formulation 

The priority achievement of the temperature-dependent based optimal reactive power dispatch 

(TDORPD) problem aims to minimize predefined objective functions while assuring system constraints. The 

TDORPD formulation considers two objectives: active power loss and voltage deviation. Furthermore, all the 

constraints of the transmission network must be satisfied by the TDORPD solution, including real and 

reactive power balance, generator outputs limits, and other constraints of shunt compensation, load bus 

voltage, and power flow limits on transmission lines. Hence, the TDORPD problem includes control 

variables (vector u) and state variables (vector 𝑥), which can be described as follows (8), (9): 
 

𝑢 = [𝑉𝐺1, … , 𝑉𝐺,𝑁𝐺 , 𝑄𝐶1, … , 𝑄𝐶,𝑁𝐶 , 𝑇1, … , 𝑇𝑁𝑇]𝑇 (8) 

 

𝑥 = [𝑉𝐿1, … , 𝑉𝐿,𝑁𝐷 , 𝑄𝐺1, … , 𝑄𝐺,𝑁𝐺 , 𝑆𝐿1, … , 𝑆𝐿,𝑁𝐿]
𝑇 (9) 

 

where, VG represents the generator bus voltage; QC signifies the reactive power output of shunt 

compensation; T signifies the transformer tap; VL signifies the load bus voltage; QG signifies the reactive 

power generation; SL signifies the apparent power flow on transmission lines; NG indicates the number of 

generation buses; NC indicates the number of shunt capacitors; NT indicates the number of transformers with 

on load tap changer; ND indicates the number of load buses; NL indicates the number of branches. 

 

2.2.1. Objective functions 

a. Case 1: minimization of real power loss 

The TDORPD aims to minimize the active power loss of the transmission system as following (10) [32]: 
 

𝑃𝐿 = ∑ 𝐺𝑞(𝑖𝑗)[𝑉𝑖
2 + 𝑉𝑗

2 − 2𝑉𝑖𝑉𝑗 𝑐𝑜𝑠( 𝛿𝑖 − 𝛿𝑗)]
𝑁𝐿
𝑞=1  (10) 

 

where, Gq(ij) symbolizes the transfer conductance of q branch between bus i and bus j; the voltage magnitude 

and voltage angle at the bus i are represented by Vi and δi, respectively. 

b. Case 2: Minimization of voltage profile  

The aim of voltage deviation (VD) minimization indicates the voltage deviation improvement at all 

load buses in the system from the nominated value 1.0 p.u.. The value of VD can be represented in the 

follows (11) [32]: 
 

𝑉𝐷 = ∑ |𝑉𝐿𝑖
− 1|𝑁𝐷

𝑖=1  (11) 

 

c. Case 3: Minimization of real power loss and voltage deviation 

The objective functions of active power loss and VD are computed simultaneously in the multi-

objective optimization of TDORPD as following (12): 
 

𝑓(𝑥, 𝑢) = 𝜆1𝑃𝐿 + 𝜆2𝑉𝐷 (12) 
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where, PL and VD are defined according to (10) and (11), respectively. λ1 and λ2 are selected as 1 and 10, 

respectively. 

 

2.2.2. Constraints 

a. Power and heat balance constraints 

The balance constraints represent typical nonlinear power flow equations as following (13)-(15): 
 

𝑃𝐺𝑖 − 𝑃𝐷𝑖 = 𝑉𝑖 ∑ 𝑉𝑗[𝐺𝑖𝑗 𝑐𝑜𝑠( 𝛿𝑖 − 𝛿𝑗) + 𝑗𝐵𝑖𝑗 𝑠𝑖𝑛( 𝛿𝑖 − 𝛿𝑗)]
𝑁𝐵
𝑗=1 ; 𝑖 = 1, . . . , 𝑛 (13) 

 

𝑄𝐺𝑖 − 𝑄𝐷𝑖 = 𝑉𝑖 ∑ 𝑉𝑗[𝐺𝑖𝑗 𝑠𝑖𝑛( 𝛿𝑖 − 𝛿𝑗) − 𝑗𝐵𝑖𝑗 𝑐𝑜𝑠( 𝛿𝑖 − 𝛿𝑗)]
𝑁𝐵
𝑗=1 ; 𝑖 = 1, . . . , 𝑛 (14) 

 

𝑇𝑖𝑗 − [𝑇𝐴𝑚𝑝 + 𝑅𝜃,𝑖𝑗(𝑔𝑖𝑗(𝑇) × (𝑉𝑖
2 + 𝑉𝑗

2) − 2𝑔𝑖𝑗(𝑇) × 𝑉𝑖𝑉𝑗 𝑐𝑜𝑠( 𝛿𝑖 − 𝛿𝑗))]; 𝑖 = 1, . . . , 𝑁𝐵 (15) 
 

where, NB is the number of buses; Gij and Bij are the transfer of conductance and susceptance between buses i 

and j, respectively; PD,i is the active while QD,i is the reactive at load buses. 

b. Limit constraints 

Generator power and voltage constraints: The real power, reactive power, and voltage limits of the 

generators are represented by the inequality (16)-(18) as follows: 
 

𝑃
𝐺𝑘

𝑚𝑖𝑛𝐺𝑘𝐺𝑘
𝑚𝑎𝑥

 (16) 
 

𝑄𝐺𝑘

𝑚𝑖𝑛𝐺𝑘𝐺𝑘
𝑚𝑎𝑥

 (17) 
 

𝑉𝐺𝑘

𝑚𝑖𝑛𝐺𝑘𝐺𝑘
𝑚𝑎𝑥

 (18) 
 

Transformer tap constraint: The limits of transformer taps are represented by the following 

inequality (19): 
 

𝑇 𝑚𝑚𝑖𝑛𝑚𝑚
𝑚𝑎𝑥

𝑚=1,...,𝑁𝑇
 (19) 

 

Shunt reactive power compensation constraint: The limits of shunt compensation of reactive power 

sources are represented by the following inequality (20): 
 

𝑄 𝐶𝑖𝑚𝑖𝑛𝐶𝑖𝐶𝑖
𝑚𝑎𝑥

𝑖=1,...,𝑁𝐶
 (20) 

 

Load bus voltage and branch’s power flow constraints: The voltage at load buses and power flow on 

transmission lines are represented by the inequality as follows (21), (22): 
 

𝑉 𝐿𝑖𝑚𝑖𝑛𝐿𝑖𝐿𝑖
𝑚𝑎𝑥

𝑖=1,...,𝑁𝐷
 (21) 

 

𝑆𝐿𝑖 ≤ 𝑆𝐿𝑖
𝑚𝑎𝑥 𝑖 = 1, . . . , 𝑁𝐿 (22) 

 

It is necessary to impose inequality constraints on a fitness function as quadratic penalty terms as 

shown (23): 
 

𝐹𝑖𝑡 = 𝑓(𝑢, 𝑥) + 𝜆𝑄 ∑ (𝑄𝐺𝑖 − 𝑄𝐺𝑖
𝑙𝑖𝑚2𝑁𝐺∑𝑉 ∑ (𝑉𝐿𝑖−𝑉𝐿𝑖

𝑙𝑖𝑚2𝑁𝐷∑𝑆 ∑ (𝑆𝐿𝑖−𝑆𝐿𝑖
𝑚𝑎𝑥2𝑁𝐿∑

𝑖=1
𝑖=1

𝑖=1
 (23) 

 

in which, λV, λQ, and λS are penalty factors, xlim denotes the limit values of the dependent variables x, which 

can be described by the following expression: 
 

𝑥
𝑙𝑖𝑚{

𝑥𝑚𝑎𝑥 if 𝑥>𝑥𝑚𝑎𝑥
𝑥𝑚𝑖𝑛 if 𝑥<𝑥𝑚𝑖𝑛{ (24) 

 

2.3.  Chaotic equilibrium optimization 

2.3.1. Conventional EO algorithm 

Due to a controlled volume, with the inspiration of the dynamic equilibrium of mass, a recent 

optimization technique known as equilibrium optimization (EO) has emerged [33]. The EO method employs 
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a collection of particles, where the result to the optimization problem under consideration is depicted by the 

positions of these particles, which are also called concentrations. In the EO, the average of four optimal 

solutions are chosen to establish the equilibrium pool. During the process for optimization, the particles’ 

positions are continuously adjusted based on randomly selected equilibrium candidates from the equilibrium 

pool to achieve the equilibrium. 

Firstly, EO creates a population of N particles from the search space as following (25): 

 

𝐶𝑖,𝑖𝑛𝑖𝑡𝑖𝑎𝑙 = 𝐶𝑚𝑖𝑛 + 𝑟𝑎𝑛𝑑𝑖(𝐶𝑚𝑎𝑥 − 𝐶𝑚𝑖𝑛), 𝑖 = 1,2, … , 𝑁 (25) 

 

in which, N is the size of population; Ci,initial is the vector of initial concentration for particle i; randi is a 

random number in the range [0, 1]; Cmax and Cmin are the upper and lower boundaries for each dimension of 

the considered problem, respectively. 

After the population is initialized, each particle's performance is assessed by evaluating the objective 

function. For instances, GWO utilizes three best-so-far candidates, such as alpha, beta, and gamma wolves, to 

update the positions of the other wolves. Nevertheless, using less than four candidates degrades the 

performance of the method in multimodal and composition functions but will enhance the results in unimodal 

functions [34]. In term of EO, it designates the top solutions as equilibrium candidates due the particles, 

which are ordered based on their fitness function values. Along with their average solution, the EO method 

then creates the equilibrium pool by choosing the four best candidate concentrations as follows (26), (27): 

 

𝐶𝑒𝑞,𝑝𝑜𝑜𝑙 = [𝐶𝑒𝑞1, 𝐶𝑒𝑞2, 𝐶𝑒𝑞3, 𝐶𝑒𝑞4, 𝐶𝑒𝑞,𝑎𝑣𝑒] (26) 

 

where: 

 

𝐶𝑒𝑞_𝑎𝑣𝑒 =
𝐶𝑒𝑞1+𝐶𝑒𝑞2+𝐶𝑒𝑞3+𝐶𝑒𝑞4

4
 (27) 

 

The position of each particle can be modified by randomly selecting among the five equilibrium 

candidates. Thus, the updating operator for updating the position of particles is represented by [33]: 

 

𝐶𝑖
𝑖𝑡𝑒𝑟+1 = 𝐶𝑒𝑞 + (𝐶𝑖

𝑖𝑡𝑒𝑟 − 𝐶𝑒𝑞)𝐹 +
𝐺

𝜆𝑉
(1 − 𝐹) (28) 

 

where, 𝐶𝑖
𝑖𝑡𝑒𝑟and 𝐶𝑖

𝑖𝑡𝑒𝑟+1are the concentration vectors of particle i at iterations iter and (iter+ 1), respectively; 

Ceq is a vector of equilibrium concentration which randomly selected from the equilibrium pool; F is the 

exponential term; G is the generation rate; V value is set to 1; λ is a random vector in the range [0,1]. 

In (28), the component F which is an exponential one serves to balance exploitation and exploration 

in EO, as demonstrated: 

 

𝐹 = 𝑎1𝑠𝑖𝑔𝑛(𝑟1 − 0.5)(𝑒−𝜆𝑡 − 1) (29) 

 

where, a1 is a constant (a1 = 2), r1 is a random number from 0 to 1; t represents the linearly reduced nonlinear 

factor described by: 

 

𝑡 = (1 −
𝑖𝑡𝑒𝑟

𝑖𝑡𝑒𝑟𝑚𝑎𝑥
()

(𝑎2
𝑖𝑡𝑒𝑟

𝑖𝑡𝑒𝑟𝑚𝑎𝑥
())

) (30) 

 

where, a2 is a constant (a2 = 1); itermax is the maximum iterations. 

The generation term G which can be applied to improve the exploitation capability of the EO is 

represented as following (31), (32): 

 

𝐺 = 𝐺𝐶𝑃(𝐶𝑒𝑞 − 𝜆𝐶)𝐹 (31) 

 

where: 

 

𝐺𝐶𝑃 = {
0.5𝑟1 𝑟2 ≥ 𝐺𝑃

0 otherwise
 (32) 

 

in which, GCP represents a vector of control parameters for the generations; the value of GP is set to 0.5. 

 

https://www.sciencedirect.com/topics/biochemistry-genetics-and-molecular-biology/canis-lupus
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2.3.2. Proposed CEO algorithm 

In the proposed CEO method, the conventional EO is augmented with a chaotic local search (CLS) 

to enhance the search capability CEO. Two optimization phases are integrated in the proposed CEO. In the 

number one phase, the conventional EO method was employed to adjust particles within the populations in 

the considered domain. During the number two phase, the CLS approach is utilized to explore the vicinity of 

the current most optimal solution to identify an improved solution [35]. A new solution is generated 

according to the current best solution using CLS, as depicted in the following equation: 

 

𝑋𝑏𝑒𝑠𝑡,𝑘
𝑛𝑒𝑤 = 𝑋𝑏𝑒𝑠𝑡,𝑘 + (𝑍𝑘 − 0.5) × (𝑋𝑖,𝑘 − 𝑋𝑗,𝑘) (33) 

 

where, 𝑋𝑏𝑒𝑠𝑡,𝑘
𝑛𝑒𝑤  and 𝑋𝑏𝑒𝑠𝑡,𝑘 are the new best and current best position solutions which are generated from the 

CLS at iteration k; Xi,k and Xj,k are the two solutions which are randomly chosen among the individuals in the 

current population.  

This new obtained best solution is used to replace the current best one from the current population if 

the fitness function value of this solution is better than the current best one. The term Zk in (33) is a chaotic 

sequence variable generated by using the logistic map as follows: 

 

𝑍𝑘+1 = 𝜇 × 𝑍𝑘 × (1 − 𝑍𝑘) (34) 

 

in which, 𝑍𝑘 ∈ (0,1) ∀𝑘 ∈ {0,1,2, . . . } and 𝜇 ∈ (0,4). 

 

2.3.3. Implementation of the proposed CEO to the TDOPF problem  

The overall procedure for applying the proposed CEO method for solving the TDORPD problem 

includes the main steps as follows: 

− Specify the power system data, objective functions, boundaries for control variables, as well as all the set 

constraints of the problem. 

− Set control parameters for CEO including N, GP, a1, a2, K, and Itermax. 

− Randomly initialize a population according to the formula provided in (25). 

− Solve the FC-TDPF problem and calculate the fitness function value for each particle in the initial 

population using (23). Set the begin number of iterations Iter = 0. 

− Increase the number of iterations Iter = Iter + 1 and then select the four best particles including Ceq1, Ceq2, 

Ceq3, and Ceq4 with the lowest fitness value to calculate the average particle (Ceq,ave) using (27). 

− Use (26) to create the equilibrium pool Ceq,pool. 

− If Iter > 1, perform the memory saving.  

− Randomly choose a candidate from the obtained equilibrium pool (Ceq,pool). Use (29), (31), and (32) to 

generate the F, G, and GCP vectors respectively. 

− Use (28) to update the concentration of the particle Ci. 

− Apply (33) to perform the CLS approach. 

− If Iter <= Itermax, return to Step 5; Otherwise, stop the iteration process. 

 

 

3. SIMULATION RESULTS 

The proposed method is developed in this study to resolve the conventional ORPD and TDORPD 

model on the IEEE 30-bus network. According to Figure 1, this system consists of six generators, 41 

branches, four transformers, and nine shunt compensators. The load demands of active power is 283.4 MW 

while reactive power is 126.2 MVA. The detail of this system can be found in [6]. This test network includes 

19 control variables. The proposed CEO method is programmed by MATLAB R2021b platform. The CEO's 

control parameters are configured as follows: N = 50, a1 = 2, and a2 = 1, GP = 0.5, K = 10, Itermax = 600. 

Additionally, the CEO undergoes 10 independent trials for each test case. The conventional EO method is 

evaluated for comparison purposes. Furthermore, power flow computations are performed using the FC-

TDPF toolbox [1]. 

 

3.1.  The conventional ORPD problem 

In this first case, Case 1 represent for the single-objective of active power loss, Case 2 represent for 

the single-objective of voltage deviation while Case 3 represents for the multi-objective of active power loss 

and voltage deviation. 
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3.1.1. The case of single-objective function 

To study the efficacy of the suggested CEO, it is used to the conventional ORPD problem. The 

objective functions of active power loss (PL) and voltage deviation (VD) are considered individually in Cases 

1 and 2, respectively. Table 1 records the optimal results including the optimal set of control variables 

yielded by the suggested CEO and EO methods for the 30-bus network. Moreover, obtained results for state 

variables, such as load bus voltages and reactive power outputs of generators of ORPD solution obtained by 

CEO are given in Table 1 and Figure 2. 

From Table 1 and Figure 2, all state variables are kept within their acceptable limitations. Table 2 

provides a results comparison obtained by the proposed CEO method and other algorithms. In Case 1, the 

best active power loss prevailed by the proposed CEO method (8.123 MW) is comparable to SHADE-SF and 

is better than that of other methods such as MFO, NGBWCA, QOTLBO, IGSA-CSS, EMA, FAHCLPSO, 

DE, OGSA, and HFA.  

From Table 2, it may also find that the proposed CEO method also performed better than MFO, 

IGSA-CSS, and HFA for minimizing the voltage deviation in Case 2. Figure 3 and Figure 4 show fitness 

values over 600 iterations for Cases 1 and 2, respectively, which presents the proposed EO and CEO 

convergence characteristics. These figures show that the suggested CEO converges promptly towards the 

near-optimal solutions and obtains better values of active power loss and VD compared with EO method. 

 

 

 

 

Figure 1. The IEEE 30-bus network 

 
 

Table 1. Optimal results for Cases 1, 2, and 3 of conventional ORPD problem 

Parameters 
Case 1 Case 2 Case 3 

CEO EO CEO EO CEO EO 

VG1 (pu) 1.0689 1.0668 1.0016 1.0207 1.0259 1.0273 

VG2 (pu) 1.0601 1.0584 0.9983 1.0222 1.0182 1.0196 
VG5 (pu) 1.0368 1.0352 1.0175 1.0194 1.0009 1.0028 

VG8 (pu) 1.0424 1.0416 1.0076 1.0059 1.0020 1.0047 

VG11 (pu) 1.0889 1.0650 1.0531 1.0091 1.0745 1.0147 

VG13 (pu) 1.0502 1.0618 1.0210 0.9937 0.9885 1.0070 

QC10 (MVar) 1.0528 1.0324 1.0725 1.0222 1.0971 1.0288 

QC12 (MVar) 0.9273 0.9457 0.9000 0.9000 0.9000 0.9000 
QC15 (MVar) 0.9888 1.0039 0.9984 0.9538 0.9542 0.9764 

QC17 (MVar) 0.9765 0.9762 0.9664 0.9673 0.9647 0.9649 

QC20 (MVar) 0.3212 4.9999 4.9958 5.0000 5.0000 4.9986 
QC21 (MVar) 4.4130 0.4523 0.3609 1.5054 4.9803 0.0942 

QC23 (MVar) 3.8925 4.9989 4.9999 5.0000 5.0000 5.0000 

QC24 (MVar) 4.9890 5.0000 0.0001 0.0470 0.0002 1.1707 
QC29 (MVar) 3.8742 3.5204 4.9997 5.0000 5.0000 4.9997 

T11 (pu) 5.0000 4.9992 4.9999 4.9975 4.9973 5.0000 

T12 (pu) 3.0347 4.9824 4.9998 4.9997 5.0000 4.9994 
T15 (pu) 4.9982 4.9995 4.9998 5.0000 4.9886 4.9990 

T36 (pu) 2.4383 2.3766 2.5540 3.1611 2.5258 2.6341 
Power loss (MW) 4.4107 4.4197 5.4939 5.1544 4.8779 4.8777 

VD (pu) 0.9026 0.9139 0.0874 0.0915 0.0998 0.1038 

Fitness function  4.4107 4.4197 0.0874 0.0915 5.8764 5.9152 
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Table 2. Result comparisons for cases 1, 2, and 3 of conventional ORPD problem 
Case Method Active power loss (MW) VD (pu) 

1 

CEO 4.4107 0.9026 
EO 4.4197 0.9139 

MFO [10] 4.5128 - 

NGBWCA [11] 4.4801 0.8413 
QOTLBO [13] 4.5594 1.9057 

IGSA-CSS [12] 4.7660 - 

EMA [15] 4.4978 0.8123 
FAHCLPSO [17] 4.4877 - 

SHADE-EC [36] 4.8612 0.9205 

DE [37] 4.5550 1.9589 
OGSA [38] 4.4984 0.8085 

HFA [39] 4.529 1.625 

2 

CEO 5.4939 0.0874 
EO 5.1544 0.0915 

MFO [10] - 0.12154 

IGSA-CSS [12] - 0.08968 
SHADE-EC [36] 5.4495 0.08886 

HFA [39] 5.75 0.0980 

3 
CEO 4.8779 0.0998 
EO 4.8777 0.1038 

 

 

According to the result in 3 cases, CEO is marginally way better than EO, 4.4107, 0.0874, 5.8764 

MW compares to 4.4197, 0.0915, 5.9152 MW, respectively. Furthermore, the VD is littler for CEO, 

demonstrating improved voltage profile. Table 2 presents a comparison of CEO and EO against other 

optimization methods such as MFO, QOTLBO, IGSA-CSS, and different others. CEO yields a lowest power 

loss, making it one of the foremost effective methods in terms of lessening dynamic control misfortune. 

When comparing with other strategies, CEO shows superior in general framework voltage steadiness.  

Figures 3 and 4 show the merging CEO and EO characteristics for Cases 1 and 2. CEO reliably 

illustrates quicker merging than EO, especially within the early stages of the optimization prepare. In  

Figure 3, CEO comes to a near-optimal wellness esteem of around 4.41 inside 100 cycles, whereas EO 

requires nearly 300 cycles to realize the same wellness esteem. Besides, CEO keeps up lower wellness work 

values all through the optimization handle. In Figure 4, CEO achieves speedier merging with a wellness work 

near to 0.1 in fair beneath 100 emphases, while EO slacks somewhat behind, requiring more cycles to reach a 

comparative level of optimization. 
 

 

 
 

Figure 2. The load bus voltage of system for Cases 1, 2, and 3 of the conventional ORPD problem 

 

 

These joining comes about highlight CEO's advantage in both the speed of finding ideal 

arrangements and keeping up superior wellness values all through the method, making it a more viable 

strategy for large-scale control framework optimization issues like ORPD. CEO gives lower control 
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misfortunes over all cases compared to EO and most other strategies. Usually pivotal for progressing the 

generally proficiency of control frameworks. CEO too accomplishes way better voltage solidness, as prove 

by the lower voltage deviation values in each case. The speedier merging of CEO, as appeared within the 

wellness work plots, shows that it can discover ideal arrangements more rapidly, making it computationally 

proficient for real-time applications. 

 

 

  

  

Figure 3. The convergence characteristics of the EO 

and CEO methods of the conventional ORPD 

problem for Case 1 

Figure 4. The convergence characteristics of the EO 

and CEO methods of the conventional ORPD 

problem for Case 2 
 

 

3.1.2. The case of multi-objective function 

The CEO method is implemented to solve the ORPD issue with combined objectives of active 

power loss and VD to test the efficiency of the suggested CEO in resolving the ORPD with multi-objective 

functions. Table 1 lists the most suitable settings of control variables and the best fitness function value 

obtained by the CEO and EO for this case. From the results, CEO yields a better fitness function value than 

the EO method. Moreover, the dependent variables stay in their predefined limitations, as shown in Table 1 

and Figure 2. The real power loss and VD obtained by the proposed CEO are also compared to those from the 

CE method in Table 2. The comparison of results has shown that the real power loss from the both methods 

are the same but the VD value from the CEO method is better than that of the CE. Figure 5 also illustrates the 

proposed CEO and EO’s convergence characteristics of for Case 3 concerning the ORPD problem. 

According to the graph, CEO exhibits superior convergence characteristics compared to EO. Therefore, CEO 

outperforms EO in both convergence speed and solution quality in Case 3. 

 
 

 
 

Figure 5. The convergence characteristics of the EO and CEO methods for Case 3  

of the conventional ORPD problem 
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3.2.  The TDORPD problem 

When considering the temperature impact on resistance of branches, the TDORPD problem is 

considered with two case studies including Case 1 for the single-objective function and Case 2 for the multi-

objective function. For the TDORPD issue in this case of study, the chosen base temperature (TBase) is 100 

°C. The reference temperature (TRef) and ambient temperature (TAmp) are all chosen as 25 °C. 

 

3.2.1. The case of singe-objective function 

With the single-objective function in Case 1, the active power loss in branches is selected as the 

objective function to be optimized. Table 3 and Figure 6 show the obtained active power loss by the 

TDORPD problem according to the changes in temperature. As observed from Table 3, the active power loss 

at 0°C from the proposed method was 4.4111 MW, which is increased to 4.5964 MW corresponding to a 

temperature rise of 100 °C. Thus, it can be inferred that the active power loss in the system raises with the 

temperature rise. Actually, the increment in active power loss is 0.42% corresponding to every 10 °C. 

The results obtained by the proposed CEO for the test system are also compared to those from the 

EO for the TDORPD problem, as presented in Table 3. Across all considered temperature rises, the proposed 

CEO consistently yields superior solutions compared to other methods. Specifically, at the 30 °C rise of 

temperature, the proposed method achieves a 4.4781 MW active power loss, which is smaller than the 4.4844 

MW obtained by the EO. Additionally, Table 4 provides details on the control configuration and fitness 

function results obtained by the proposed CEO for Case 1 at 30 °C. Furthermore, Figure 7 illustrates the 

convergence curves of both EO and CEO methods in Case 1 with a 30 °C temperature rise, demonstrating 

that the proposed method exhibits better convergence characteristics than the EO method. 

 
 

Table 3. Result comparison of the obtained results from the CEO and EO methods  

for Case 1 of the TDORPD problem 

TRatedRise 
Active power loss (MW) 

CEO EO 

0 4.4111 4.4204 
10 4.4345 4.4401 

20 4.4570 4.4606 

30 4.4781 4.4844 
40 4.4977 4.5028 

50 4.5184 4.5203 

60 4.5345 4.5434 
70 4.5516 4.5614 

80 4.5668 4.5713 

90 4.5818 4.5934 
100 4.5964 4.6009 

 

 

Table 4. Optimal results for Case 1 and Case 2 of the TDORPD problem at 30 °C 

Parameters 
Case 1 Case 2 

CEO EO CEO EO 

VG1 (pu) 1.0691 1.0671 1.0278 1.0279 

VG2 (pu) 1.0605 1.0583 1.0196 1.0203 

VG5 (pu) 1.0367 1.0345 1.0019 1.0026 
VG8 (pu) 1.0426 1.0401 1.0040 1.0052 

VG11 (pu) 1.0931 1.0712 1.0753 1.0448 

VG13 (pu) 1.0546 1.0675 0.9929 1.0018 
QC10 (MVar) 0.7431 4.8539 4.9975 4.9992 

QC12 (MVar) 0.0543 0.0466 0.0023 0.0969 

QC15 (MVar) 4.0415 4.8520 4.9996 4.9979 
QC17 (MVar) 4.9998 4.9997 0.0073 0.2750 

QC20 (MVar) 3.9748 3.8531 5.0000 4.9905 

QC21 (MVar) 4.9997 4.9785 4.9998 4.9959 
QC23 (MVar) 2.9670 2.5918 4.9995 4.9999 

QC24 (MVar) 5.0000 4.9999 4.9996 4.9972 

QC29 (MVar) 2.3744 2.4541 2.5983 2.6631 
T11 (pu) 1.0486 1.0013 1.1000 1.0638 

T12 (pu) 0.9393 0.9832 0.9000 0.9004 

T15 (pu) 0.9859 1.0094 0.9504 0.9672 
T36 (pu) 0.9755 0.9743 0.9663 0.9664 

Active power loss (MW) 4.4781 4.4844 4.9566 4.9382 

VD (p.u.) 0.9061 0.9036 0.1017 0.1049 
Fitness function value 4.4781 4.4844 5.9738 5.9873 
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Figure 6. Temperature effect on active power loss 

for Case 1 of TDORPD problem 

Figure 7. The convergence characteristics of both EO 

and CEO methods for Case 1 at 30 °C 

 

 

3.2.2. The case of multi-objective function 

The active power loss and voltage deviation are simultaneously examined as a multi-objective 

function of the TDORPD problem in this scenario. Table 5 showcases the optimum results attained by the 

proposed EO and CEO methods for this particular problem. Considering a temperature at 0 °C, the proposed 

CEO achieves an active power loss of 4.8776 MW and a voltage deviation of 0.1 p.u., yielding a fitness value 

of 5.8781 as per (12). As the temperature rise escalates to 100 °C, the proposed CEO delivers an active 

power loss, voltage deviation, and calculated fitness value of 5.0942 MW, 0.1059 p.u., and 6.1534, 

respectively. Additionally, the impact of the temperature rises on the fitness function value for Case 2 

utilizing the proposed CEO is illustrated in Figure 8, revealing a tendency for the fitness function result to 

rise accordingly to the temperature increasing. 

For a 10 °C temperature increment, there is an estimated 0.47% increase in the value of the fitness 

function when employing the suggested CEO algorithm. Featuring a temperature at 30 °C, Table 4 outlines 

the optimum outputs obtained by the CEO approach for Case 2. Contrastingly, when compared to Case 1 

with the similar temperature rise, the voltage deviation enhances from 0.9061 p.u. to 0.1017 p.u., while the 

active power loss increases from 4.4781 MW to 4.9566 MW. Additionally, Figure 9 shows the convergence 

characteristic of the proposed EO and CEO methods for Case 2 at 30°C. It can be seen from Figure 9 where 

the CEO's fitness function converges after 400 iterations, which is superior to the EO method. 

 

 

Table 5. Result comparison of the proposed CEO and EO methods for Case 2 of the TDORPD problem 

TRatedRise 
EO CEO 

Fitness function Power loss (MW) VD (p.u.) Fitness function Power loss (MW) VD (p.u.) 

0 5.8887 4.8606 0.1028 5.8781 4.8776 0.1000 

10 5.9210 4.8894 0.1032 5.9124 4.9064 0.1006 

20 5.9638 4.9236 0.1040 5.9439 4.9370 0.1007 

30 5.9873 4.9382 0.1049 5.9738 4.9566 0.1017 

40 6.0226 4.9718 0.1051 6.0056 4.9825 0.1023 
50 6.0404 5.0102 0.1030 6.0301 5.0150 0.1015 

60 6.0807 5.0113 0.1069 6.0597 5.0243 0.1035 

70 6.0881 5.0327 0.1055 6.0826 5.0398 0.1043 
80 6.1100 5.0640 0.1046 6.1097 5.0574 0.1052 

90 6.1401 5.0513 0.1089 6.1359 5.0501 0.1086 

100 6.1699 5.0789 0.1091 6.1534 5.0942 0.1059 

 

 

Figures 8 and 9 provide additional information on the performance of the two methods. Figure 8 

shows the increasing temperature effect on the fitness function result in Case 2, where the fitness function for 

both methods increase with increasing temperature. The CEO method consistently achieves lower fitness 

function values than the EO method, reflecting better overall optimization performance. For example, at  

0 °C, the CEO method achieves the fitness function value of 5.8781, while it is 5.8887 for the EO method. At 

100 °C, these values increase to 6.1534 for CEO and 6.1699 for EO, maintaining a similar performance gap. 

The convergence characteristics of the EO and CEO methods in Figure 9 are illustrated at 30 °C. Both 
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methods converge as the number of iterations increases, but the CEO method converges faster and achieves a 

lower fitness function value than the EO. This shows that the CEO method not only provides better 

optimization in terms of power loss and VD but also exhibits superior convergence behavior, which is 

essential for computational efficiency in solving large-scale optimization problems. Overall, the CEO method 

continues to outperform the EO method in terms of minimizing power loss, voltage deviation, and fitness 

function values, and achieving more consistent rapid convergence in the TDORPD problem. These benefits 

make CEO a more effective choice for solving complex power system optimization challenges, especially 

when considering environmental variables such as temperature rise. 

 

 

  
  

Figure 8. The effects of temperature on the fitness 

function in Case 2 of the TDORPD problem 

Figure 9. The convergence characteristics of the 

proposed EO and CEO methods in Case 2 of the 

TDORPD problem at 30 °C 

 
 

4. CONCLUSION 

In this paper, the TDORPD problem has been successfully solved by a new CEO method 

considering the effect of temperature on the power flow problems. The proposed method was developed by 

integrating the chaotic local search to boost its search ability. Both the objective functions of active power 

loss and voltage deviation were taken into account in different case studies for the both conventional ORPD 

and TDORPD problems. The efficacy of the suggested CEO is tested on the IEEE 30-bus network with 

different temperature rises. In practice, it is evident that fluctuations in temperature directly impact the fitness 

function value when solving the TDORPD problem. Therefore, by factoring in the temperature's influence, 

the precision of the power flow calculation in the TDORPD problem is significantly enhanced. From 

comparative results, the proposed CEO is capable of yield better quality solutions compared to the 

conventional EO method and other approaches. Therefore, the solutions quality, as well as the convergence 

characteristic of the proposed CEO has a great potential for future research on other power system 

optimization problems. The results of the TDORPD problem demonstrate that the CEO method consistently 

outperforms the EO method on key parameters such as power loss, VD, and the value of the fitness function. 

In Cases 1 and 2, OEB produces lower active power loss with increasing temperature, with a more favorable 

performance for minimizing VD. For example, in Case 2, at a temperature increase of 100 °C, OEB reaches a 

real power loss of 5.0942 MW in comparison to 5.0789 MW for EO, as well as lower VD values. 

Furthermore, the CEO method has a clear advantage in minimizing the fitness function, with systematically 

lower values than the EO method under all temperature conditions. This advantage is further emphasized by 

its faster convergence behavior, as shown in the respective convergence plots for both cases. Overall, the 

CEO method proves to be more efficient and effective in solving the TDORPD problem, making it a better 

choice for dealing with the complexity of power systems, especially under varying temperature conditions. 

Future development of temperature-dependent ORPD using chaotic equilibrium optimization 

algorithms has significant potential to improve the performance and reliability of power systems. With its 

focus on real-time integration, scalability, adaptability to renewable energy, and robustness to uncertainties, 

this approach could play an irreplaceable role in the evolving landscape of smart grids and modern power 
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systems. Further research, development, and practical implementation will be necessary to realize its full 

potential. 
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