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Abstract 
Collaborative filtering (CF), as a personalized recommending technology, has been widely used 

in e-commerce and other many personalized recommender areas. However, it suffers from some 
problems, such as cold start problem, data sparsity and scalability, which reduce the recommendation 
accuracy and user experience. This paper aims to solve the data sparsity in CF. In the paper, cliques-
based data smoothing approach is proposed to alleviate the data sparsity problem. First, users and items 
are divided into many cliques according to social network analysis (SNA) theory. Then, data smoothing 
proceeding is carried out to fill the missing ratings in user-item rating matrix based on the user and item 
cliques. Finally, the traditional user-based nearest neighbor recommendation algorithm is used to 
recommend items for users. The experiments show that the proposed approach can effectively improve 
the accuracy and performance on sparse data. 
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1. Introduction 
Collaborative filtering (CF) can help toovercome "information overload" and to provide 

personalized services in social networking web site. Generally speaking, collaborative filtering 
can be categorized into memory-based algorithmand model-based algorithm [1]. The CF has 
been applied in many areas successfully, such as book sites, movie sites and some e-
commerce sites [2]. However, the CF also suffers from a lot of issues, such as cold start 
problem, data sparsity and scalability [3]. 

This paper aims to solve the data sparsity problem. Data sparsity problem will occur 
when either few ratings are available for the active user, or for the target item that prediction 
refers to, for the entire user-item rating matrix in average [4]. The existing solutions of data 
sparsity include dimensionality reduction technique [5], data smoothing technique[6] and 
associative retrieval technique [7] etc. Paper [8] proposed a novel goal-based hybrid approach 
to overcome the cold-start problem in e-learning internet. And it also helps to improve 
collaborative filtering using k-nearest neighbor as neighborhood collaborative filtering (NCF) and 
content-based filtering as content-based collaborative filtering (CBCF). Paper [9] proposed a 
social recommender system that follows user’s preferences to provide recommendation based 
on the similarity among users participating in the social network. And the approach which it 
proposed was based on integration of major characteristics of content-based and collaborative 
filtering techniques.  

In this paper, cliques-based data smoothing approach is proposed to solve the data 
sparsity problem in collaborative filtering. Firstly, user social network and item social network 
are built. And then, users and items are divided into many cliques respectively according to 
social network analysis (SNA). In order to fill the missing ratings, data smoothing operation is 
carried out by using these cliques. Finally, the traditional user-base nearest neighbor 
recommendation algorithm is used to recommend items for users. The experiments indicate that 
this novel approach can effectively improve the recommendation accuracy and performance. 

The remainder of this paper is organized as follows. In section 2, we give a brief survey 
of the related work on the solution of data sparsity in CF. Section 3 describes the proposed 
algorithm in detail. Section 4 presents the experimental results and analysis. Finally, section 5 
gives the conclusion. 
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2. Related work 
Collaborative filtering recommends items to users according to their preferences. 

Therefore, a history database of users' preferences must be available. However, the database 
is always very sparse. This leads to the reduction of recommendation accuracy and 
performance. Data sparsity is an inevitable problem with all kinds of CF algorithms. Data 
sparsity includes two aspects. On the one hand, the number of user rating is very small 
compared to the number of items. On the other hand, the overlapping number of two user rating 
is very few. There are many researchers who have focused on the data sparsity problem and 
proposed some solutions. 

Dimensionality reduction technique, such as principle component analysis (PCA) [10] 
and singular value decomposition (SVD) [11], is commonly used to alleviate data sparsity. 
Reference [5] combined the SVD and item-based recommender in CF. It utilized the results of 
SVD to fill the missing ratings and then used the traditional item-based method to recommend. 
This combination method can increase the accuracy of system. Reference [12] investigated a 
hybrid recommendation method which was based on two-stage data processing-dealing with 
content features describing items and handing user behavioral data. This hybrid method 
combined random indexing (RI) technique and SVD to preprocess the content features. The 
experiments improved the recommendation accuracy without increasing the computational 
complexity. 

Data smoothing technique is the most used method to solve the data sparsity problem 
in CF. Various sparsitymeasures [13] were used to enhance accuracy of CF. These sparsity 
measures were computed based on local and global similarities. Then, an estimating parameter 
scheme for weighting the various sparsity measures was proposed. The experimental results 
demonstrated that the proposed estimate parameter outperform the schemes for which the 
parameter is kept constant on accuracy of prediction ratings. Reference [14] proposed a partial 
missing data prediction algorithm, in which the information of both users and items was taken 
into account. In this algorithm, similarity threshold for users and items was set respectively, if 
and only if the intersection of the neighbor of user and the neighbor of item is not empty, the 
missing data will be predicted. An iterative prediction method [15] was proposed to alleviate the 
sparsity problem in CF.This method clusters the user and item respectively by using spectral 
clustering algorithm. Then, the iterative prediction technique is used to convert user-item sparse 
matrix to dense one based on the explicit ratings. Moreover, cluster-based smoothing method 
[16], support vector machine(SVM) [17], BP neural networks [18] and zero-sum reward and 
punishment mechanism[19] are also applied to smooth the missing ratings for the solution of 
data sparsity in CF. 

With the development of social network, social network analysis (SNA) [20] theory has 
been applied to recommender systems. Reference [21] proposed to use social network to solve 
data sparsity problem in one-class CF. It compared social networks belong to specific domains 
and the ones belong to more generic domains in terms of their usability in one-class CF 
problems. Associative retrieval technique was applied to alleviate the sparsity problem in CF. 
[22] gives a social network representation for CF recommender systems. It shows some of the 
advantages and results that can be obtained applying SNA. Reference [23] gave a book 
recommendation based on web social network. It analyzed the problem of trust in social 
network and proposed a recommender system model based on social network trust. Reference 
[24] presented a framework of recommendations based on information network analysis. 
Reference [25] proposed a new weighting method in network-based recommendation. This 
method presents a new expression of initial resource distribution and takes into account the 
influence of resource associated with receiver nodes. 

In this paper, cliques-based data smoothing technique is proposed to solve the data 
sparsity problem in CF. First, the similarity of user and item is computed respectively and the 
user and item social networks are built based the similarity. Then, all users and items are 
divided into many cliques according to SNA theory. The missing ratings of testing users will be 
predicted. This prediction will take into account both user and item. The prediction values from 
user and item are weighted together as the smoothing value. Finally, the traditional user-base 
nearest neighbor recommendation algorithm is used to recommend items for user. The 
experiments demonstrate that the proposed algorithm is effectively improving the 
recommendation accuracy. 
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3. Cliques-based Data Smoothing Algorithm 
The application of social network analysis theory in recommender systems is becoming 

more and more important. The potential user relationship can be mined to recommend 
information or items for users. The most contribution of this paper is performming data 
smoothing by means of cliques of user and item together. The smoothing rating matrix is used 
to the recommendation.This recommendation algorithm can improve the recommendation 
performance effectively. 
 
3.1. Building Social Network 

A network is composed of nodes and the relations among nodes. Formally, let us 
consider a network as a graph G=(U,E) in which U represents nodes and E represents links. In 
this paper, the users or items represent the nodes and, the similarities among users or items 
denote the relations. We will build the user social network and item social network respectively. 

In order to build the user relation network, firstly, we need compute the similarity among 
each pair users.  Assume thatU={u1,u2,...,uN}denotes the set of users, P={p1,p2,...,pM} for the set 
of items, andR as an N×M matrix of ratings ri,j, with i∈ 1,...,N, j ∈1,...,M. There are many 
algorithms to determine the similarity among users: Pearson's correlation coefficient, cosine 
similarity, and adjusted cosine measure [26] and so on. In the paper, Pearson's correlation 
coefficient is used. So, the similarity between user ui anduj is as follows: 
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Where ir  and jr corresponds to the average rating of user ui and ujrespectively. 
iuP  denotes 

the item set of useruirating. 
juP denotes the item set of userujrating. In practice, because the 

amount of items is very large, users may only rate few items. The number of overlapping item 
among users may be very few. This leads to the inaccurate similarity. For more accuracy of the 
similarity, a parameter   which denotes the overlapping number of rating between two users 

will be added to adjust. So, the improved formula is as follows: 
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Where T is a threshold value. The larger of the valueT,the more accuracy of the similarity. 

The building of item network is as same as the user network. The difference is that the 
similarity of item, rather than the similarity of user, will be computed. For the same reason, a 
parameter   which denotes the overlapping number of rating between two items will be added 

to adjust. So, the improved formula is as follows: 
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After computing the similarity, the similarity value needs binary processing in order to 

building the social network. Considering the cliques division (describing next section), the binary 
threshold requires suitable in order to obtain appropriate cliques. 
 
3.2. Cliques Division 

According to SNA theory, cliques are some sub-structures of the network. From the 
view of social structure, clique focuses attention on how solidarity and connection of social 
network. The general definition of a clique is simply a sub-set of nodes which are more closely 
tied to each other than they are to nodes which are not part of the group. More accurately, it 
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insists that every member have a direct tie with each and every other member. In our approach, 
the existing users and items will be divided into many cliques respectively. 

UCINET is a kind of network analysis software. It can make all kinds of network 
analysis, such as network structure, centralization and so on. We make cliques division by 
means of UCINET in this paper. 

Compared to k-means cluster algorithm [16], clique has many advantages. On one 
hand, k-means cluster divides the similar users into the same cluster, however for 
oneuser,he/she is divided only one cluster. Intuitively, each user may have many interests and 
they may join a few of communities. So, the user should belong to several clusters. Cliques can 
avoid this obstacle. On other hand, k-means algorithm requires the k less n, which k denotes 
the number of clusters, n is the number of users. In fact, the cluster number may be more than 
that of the users. However, clique number can more than users. Finally, clique can also present 
the user relation better. It is not only considering the direct relationships, but also the 
transmission relationships. Sowe cluster users and items by using clique theory rather than k-
means cluster algorithm. 
 
3.3. Cliques-based Data Smoothing 

Because the overlapping number of rating items between users is small or none, it 
leads the accuracy of similarity is very low. In order to enhance the accuracy, it is necessary to 
smooth the missing rating of user-item rating matrix. 

In this paper, the predictive value of missing rating is from two aspects: user cliques 
and item cliques. First, the clique’s members of user and item are collected respectively. Then, 
the predictive rating will be computed based on user's cliques and item's cliques respectively. 
Finally, the weighted value of the two predictive rating will be the final predictive value of the 
missing rating. The weighted formula is as follows: 
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Where
iuS is the predictive value which relevant to the cliques of user ui. Cui represents the 

cliques set of userui. wik is the similarity between user uiand uk.
jpS denotes the predictive value 

according to the cliques of item pj.Cpjrepresents the cliques set of item pj.wjkis the similarity 
between item pjand pk.  is a significance weighting factor. Smis(rij) is the final smoothing value 

of missing ratingrij. 
 
3.4. Prediction for Active User 

After the missing ratings are predicted in the user-item matrix, we can recommend 
items for the active users. In this paper, the traditional user-based nearest neighbor 
recommendation algorithm is adopted. For the active user ui, the predictive value of item pj can 
be computed as follows: 
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Where M is the number of neighbor of user ui. The predictive values are sorted according to the 
descending. The TopN items will be selected to the user ui. 
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The whole step of the proposed approach is as follows: 
(1) Computing the similarities among users and items respectively according to the 

user-item rating matrix, then building user relation network and item relation network based on 
thesesimilarities. 

(2) Dividing all users and items into many cliques respectively. 
(3) Smoothing the missing rating according to user and item cliques together. 
(4) Finally, user-based nearest neighbor recommendation is used to predict items for 

new users. 
 
 
4. Experimental Results 
4.1. Dataset 

The MovieLens (http://www.movielens.umn.edu) dataset is used in this paper. In 
MovieLens, there are 100,000 ratings with 943 persons and 1682 movies. And each person had 
rated at least 20 movies. The user information includes age, sex, and occupation and so on. 
The movie includes 19 types. The density of the user-item matrix is 6.3%. 

First, the dataset is divided into two parts, 20% of all persons are selected to be testing 
set, and the remaining as training set. For measuring accuracy, we conducted a 5-fold cross 
validation by uniformly choosing different training and test sets. In order to better evaluate the 
performance of new approach, we take the testing users from dataset uniformly. That is, the 
degree of all users is firstly computed and sorted by order. Then, the testing set is selected by 
equal intervals. So, the testing set includes all kinds of users. For the training set, first, the 
similarities among each pair users and items will be computed respectively according to 
Equation (1), (2) and (3). In order to improve the accuracy, in the experiment, the parameter T 
will be set as 2 in Equation (2) and 5 in Equation (3). Each users and items represents nodes, 
and similarities form the relations among the user network and item network respectively. 
 
4.2. Performance Evaluation 

In order to estimate the performance of the proposed approach, the precision of 
prediction is measured with three different metrics. 

Recall: The recall score is the average proportion of items from test set that appear 
among TopN of the ranked list from the training set [27]. This measure should be as high as 
possible for good performance. Assume N is the number of items which are in the testing set 
and liked by users, n is the amount of items which the testing user likes and appears in the 
recommended list. So, the recall is computed as follows: 

 
n
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N

                                                                      (8) 

 
Precision: The precision is the proportion of recommended items that the testing users 

actually liked in the test set [28]. This measure is also as high as possible for good 
performance. The precision is computed as follows: 
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F-measure: It is also known as the F1measure, which combines precision and recall into 

a single metric by taking the harmonic mean of them[28]. So, the F-measure is computed as 
follows: 
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4.3. Results and Analysis 

For building the user and item social network respectively, first, utilizing Pearson 
correlation coefficient algorithm, each pair user's and each pair item's similarity will be 
computed. Then, binary all similarities are constructed as follow: we set a relation threshold RT 
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(it may be different as for user and item network), similarity values greater or equal than are set 
1, that is, the user pair or item pair has link, otherwise 0. 

For convenience, we use TCF as the traditional user-based nearest neighbor 
recommendation algorithm and the proposed algorithm is express as Clique-CF. Figure 1, 
Figure 2 and Figure 3 gives the comparisons of two algorithms in recall, precision and F-
measure with different TopN values. In these figures, the number of neighbor M is selected as 
100. The parameter   is set 0.5.From Figure 1, we can know that the recall value of TCF and 

Clique-CF is gradually increasing with the increasing of TopN. However, the performance of 
Clique-CF is better than the TCF. The recall of Clique-CF is larger than TCF constantly. Further, 
with the increasing of TopN, the gap is becoming larger. Figure 2 depicts the comparison in 
precision. The figure shows that the precision value of both TCF and Clique-CF is gradually 
decrease with the increasing of TopN. However, theperformance of Clique-CF is better than 
TCF. The precision of Clique-CF is larger than TCF always. But, it is different from Figure 1, the 
gap between Clique-CF and TCF is becoming smaller with the increasing of TopN. 

 
 

 
 

 

Figure 1. The Comparison of Recall between 
TCF and Clique-CF with Different TopN 

Figure 2. The Comparison of Precision 
between TCF and Clique-CF with Different 

TopN 
 

 

 
 

Figure 3. The Comparison of F-measure between TCF and Clique-CF with Different TopN 
 
 

Figure 3 describes the changing of F-measure about Clique-CF and TCF with different 
TopN. From the figure, we can see that the F-measure value of both Clique-CF and TCF is also 
gradually increasing with the increasing of TopN. As same Figure 1and Figure 2, the 
performance of Clique-CF is better than TCF. From the analysis, we can see that the proposed 
algorithm is better than the traditional collaborative filtering algorithm in recall, precision and F-
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measure.In the above, we set the number of neighbor as a solid value. Figure 4 gives the 
performance of Clique-CF with different neighbors M. And the TopNis set 100. From Figure 4, 
the performance is becoming better with the increasing ofM. Further, the performance increases 
fast when M is less than 50 and then it becomes stable with more M. 

Finally, in time performance, the computing of similarities between each pair users and 
each pair users, the building of user relation network and item relation network and dividing 
cliques can be implemented in offline. So,  its speed is almost at the same level compared with 
the traditional recommender systems. 

 

 
Figure 4. The Performance of Cliques-based Data Smoothing Algorithm with Different Neighbor 

M 
 
 
5. Conclusion 

This paper proposes a cliques-based data smoothing algorithm to solve the data 
sparsity problem in collaborative filtering. First, the similarities of users and items are computed 
respectively and the user social network and item social network can be built. Then, all users 
and items are divided into many cliques according to social network analysis theory. The 
missing rating of the user-item rating matrix will be filled according to the predictive value from 
user cliques and item cliques. Finally, we proposed the traditional user-based nearest neighbor 
recommendation algorithm. The experimental results show that the proposed algorithm 
performs better than the traditional collaborative filtering algorithm. 
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