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 An essential component of maintaining global food production is plants. On 

other hand, a number of plant diseases can threaten agricultural output and 

cause large losses if left unchecked. Agricultural specialists and botanists 

physically track plant diseases in a labor-intensive, error-prone manner using 

a conventional method. AI can give evaluations that are quicker and more 

accurate than those made using conventional approaches by automating the 

identification and analysis of diseases. This technical development presents a 

viable way to lessen crop losses and lessen the severity of infections.  As a 

result, we describe an ensemble machine learning strategy for plant disease 

classification in this study that is enabled by deep learning. Data 

augmentation is done in the first part of the study, and in the second step, we 

provide a modified mask region-based convolutional neural network  

(R-CNN) model for plant leaf segmentation. Afterwards, a model to extract 

the deep features based on CNN is shown. Lastly, the ensemble classifier is 

built using support vector machine classifier (SVM), random forest (RF), 

and decision tree (DT) with the aid of majority voting. The suggested 

method's effectiveness is tested on plant village, apple, maize, and rice, 

yielding overall accuracy values of 99.45%, 96.30%, 96.85%, and 98.25%, 

in that order. 
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1. INTRODUCTION 

Plants have vital functions in preserving human welfare and are vital components of global 

biodiversity. Because of population expansion, there is a dramatic increase in demand for plant-based foods. 

Carefully understanding the life cycle and developmental mechanisms of plants is necessary. As a result, 

agriculture is extensively supported and accepted as a commercial sector in many nations. The demand for 

food is not being satisfied despite this rise, Global hunger has been on the rise since 2015, according to data 

from the food and agriculture organization (FAO) of the United Nations [1]. According to current estimates, 

680 million people worldwide less than 9% of the world's population—are starving to death. This is an 

increase of over 120 million over ten years and 10 million within a year. Furthermore, agriculture supports 

more than 85% of the global population [2]. Eighty percent of the food produced worldwide is generated by 

https://creativecommons.org/licenses/by-sa/4.0/
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farmers [3]. Regretfully, pests and plant diseases cause the loss of almost half of crop output every year [4]. 

Therefore, it is critical to identify and detect plant diseases as soon as possible with accuracy plant diseases 

have a serious influence on human existence. But identifying plant diseases in large areas is a difficult task 

that calls both skilled workers and optical leaf exams [4]. Farmers identify illnesses by using their knowledge 

and unaided observation of signs on plant leaves. This is a labor-intensive, time-consuming procedure that 

requires specific skills [5]. To enable non-pathologists and non-botanists detect and diagnose plant diseases, 

the goal of our effort is to design an automated approach [6]. Researchers have proposed a number of 

automated strategies where computer vision-based systems are frequently used to address these problems. 

Simple image pre-processing tasks including edge detection, image binarization, and image thresholding are 

performed using traditional techniques [7]. Still, it's a challenge to achieve the amazing precision of illness 

diagnosis. Furthermore, there is no cure for illness detection using these techniques. Researchers have 

suggested incorporating a ML based approach where activities such as picture pre-processing, image features 

extraction, and classification model training are carried out in order to overcome these challenges. Figure 1 

illustrates a simple architecture for plant disease detection and classification using SVM classification. 

 

 

 
 

Figure 1. General architecture of plant disease classification 

 

 

On the basis of this idea, several methods—including Shrivastava et al. introduced a trained support 

vector rice plant diseases may be identified using a color feature extraction-based technique and a machine-

based classification model [8]. In their ML-based method, Harakannanavar et al. [9] offered K-means 

clustering and histogram equalization as picture pre-processing techniques to enhance image quality. 

Principal component analysis, the discrete wavelet transform (DCT), and Grey Level Co-occurrence Matrix 

descriptors are all used in the feature extraction process. To train various classifiers, these acquired 

characteristics are employed. Color histograms, Hu moments, Haralick patterns, and local binary patterns are 

used in the multiple feature extraction and fusion method developed by Basavaiah and Anthony [10] as 

feature extraction models. Then, the decision tree and random forest (RF) classifiers are trained using the 

acquired feature set. These approaches have made significant progress, but they still have problems with 

overfitting, class imbalance, model generalization, and training complexity. Deep learning-based techniques 

have been created for image segmentation and classification to address these problems. Upadhyay and 

Kumar [11] developed a DL-based model that considers the picture's size, shape, and color as important 

criteria. Additionally, it employs Otsu's global thresholding technique to produce binary pictures and remove 

background noise. An entirely connected convolutional neural network (CNN) is employed to finish the 

categorizing process. Having remarkable analytical and classification capabilities, the CNN is the most used 

classifier for image recognition [12]. Leaf vein patterns were the focus of early experiments with deep 

learning methods for plant picture identification [13]. The three leguminous plant species that the researchers 

successfully classified using a 3-to 6-layer CNN are white beans, red beans, and soybeans. By training a 

model to detect 14 crop species and 26 agricultural illnesses, Mohanty et al. [14] significantly expanded deep 

learning approaches. The model achieved an outstanding accuracy of 99.35% on the test dataset. With a deep 

CNN, Ma et al. [15] were able to detect 93.4% of the four cucumber diseases—downy mildew, anthracnose, 

powdery mildew, and target leaf spots—based alone on their symptoms. Additionally, the 94.9% accuracy in 

recognizing cucumber leaf disease was reported by Kawasaki et al. [16] using a CNN-based method. 

Principally, identification was done by leaf vein patterns [13]. Plant leaf segmentation has shown to be 

difficult for standard approaches, which causes uncertainty in data regarding the background and foreground 

of leaves. In this method, we use a DL-based approach to segment plant leaves in images. Afterwards, the 

features are extracted using CNN architecture based on deep learning. Ultimately, SVM, RF, and decision 
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tree classifiers are combined to create an ensemble classifier, and majority voting techniques are used to 

determine the final classification result. The remaining portions of the article are arranged as follows: A brief 

review of the literature regarding current approaches to classifying plant diseases is presented in section 2. A 

detailed discussion of the proposed model is presented in section 3. The proposed approach and a comparison 

with current methods are presented in section 4. Finally, concluding remarks regarding the work are 

presented in section 5.  

 

 

2. LITERATURE SURVEY 

This section covers current techniques for the recognition, forecasting, and classification of plant 

diseases. As was previously said, deep learning and machine learning techniques are extensively used in this 

industry to fully automate the process.  

Guo et al. [17] employed a mathematical model based on deep learning for the diagnosis of plant 

diseases. Region proposal network (RPN) is used in the primary stage of this to locate the plant leaves in the 

surrounding complex. The leaves are then divided into segments and fed into a transfer learning model that 

has been trained using a small background dataset of sick leaves. The overall accuracy recorded by this 

approach is 83.57%, indicating the importance of the deep learning model. With the aid of the TensorFlow 

object detection framework, Saleem et al. [18] focused on the meta-architectures of deep learning 

approaches, such as the single shot multibox detector (SSD), faster region-based convolutional neural 

network (R-CNN), and region-based fully convolutional networks (RFCN). After being trained using the 

Adam optimizer, the SSD model has the greatest mean average precision of 73.07%. 

Comparably, Roy and Bhaduri [19] presented a DL-based model for multi-class classification. This 

piece is predicated on the YoloV4 framework. The entire image is split up into many grids, after which 

bounding boxes are calculated, their confidence scores are calculated, and an estimate of the class probability 

map is made. This model makes use of Dense-CSPDarkNet53 to carry out these duties. The output of this 

module is then fed into the modified PA Net architecture, and the Head module generates detection results in 

the end. Chug et al. [20] designed k-nearest neighbors (KNN), AdaBoost, RF, logistic regression (LR), and 

stochastic gradient boosting are the five machine learning (ML) models used as classifiers in this hybrid deep 

learning model. Eight different pre-trained ML models, including Efficient Net B0 to B7 for feature 

extraction, are also used. 

Numerous segmentation techniques have been created because plant leaf image segmentation is 

crucial to enhancing classification performance. The UNet model has demonstrated notable results in picture 

segmentation tasks, leading to its widespread adoption in a multitude of applications. Bhagat et al. [21] 

created a UNet-based model for plant leaf segmentation using the UNet technique. Additionally, the 

architecture extracts features using EfficientNet-B4 as an encoder model. Due to the fact that information 

degradation is a serious challenge for these models, the authors have updated the residual blocks and skip 

link in the decoder module. Reduces the computational complexity of the model. With the aid of the output 

layer, the low- and high-level features produced by the decoder model are integrated to enhance segmentation 

performance.  

In order to separate leaf images from complicated backgrounds, Yang et al. [22] employed a deep 

learning-based approach. They also integrated a deep learning model for leaf categorization. This model 

makes use of the Mask R-CNN model, which is used for both feature map creation and bounding box 

regression classification. ResNet-FPN is used in the segmentation map creation phase to create the feature 

map. The generated feature map is then processed via the classification step, which includes ROI alignment, 

and bounding box regression and classification are used in the final stage.  

The complex background has a significant influence on segmentation and classification, as stated by 

Yang et al. [23]. These problems include, but are not limited to, things like overlapping objects, noise 

interference, and uneven illumination. The authors offered Mask R-CNN and dual channel convolution 

neural network as solutions to these issues. It also uses a gentle non-maximum suppression technique to 

enhance detection performance for scenarios with overlapping items. Similar to this, the following step 

incorporates pooling techniques to help reduce loss during feature map and original picture alignment. The 

mask filer layer is ultimately used to conceal the intricate backgrounds. This model employs adaptive particle 

swarm optimization to enhance overall performance, replacing the SoftMax with the SVM. 

 

 

3. PROPOSED METHOD 

The suggested method for segmenting plant leaves using an ensemble model based on ML and DL 

is presented in this section. Using this method, loading the whole database with all of its labels comes first. 

The next stage is data augmentation, which involves procedures like picture blurring, rotation, and cropping. 

The deep learning-based segmentation module is used in the next step to separate the leaf pictures from 
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complicated backgrounds. After the picture has been segmented, it is employed in the feature extraction step, 

where several feature extraction models are applied to produce a strong feature map. Eventually, to 

understand the intricate patterns and categorize them more accurately, an ensemble classifier is created. The 

subsections that follow provide a thorough explanation of each step. 

 

3.1.  Pre-processing and augmentation of data 

The image data is resized to a 256×256 row and column matrix during pre-processing, and it is then 

converted to grayscale. Methods for data augmentation are also used. Image data augmentation methods 

involve transforming the source photos in different ways to expand the size and variety of the dataset. These 

improvements increase the machine learning models' durability and generalization. The following have been 

utilized in this work: 

− Vertical and horizontal flipping: users may flip the picture vertically or horizontally. By doing so, the 

model may become more invariant to directions such as top-bottom or left-right. 

− Rotation: rotate the image by a particular angle, often spontaneously picked between a specified range. 

This helps the model become less susceptible to fluctuations in object orientation. 

− Scaling: to help the model learn to detect things at different sizes, resize the image by zooming in or 

out. 

− Translation: move the image in a horizontal or vertical direction to assist the model become invariant to 

little changes in the location of objects. 

− Brightness and contrast adjustment: modify the image's contrast and brightness. This makes the model 

more resilient to variations in illumination. 

− Noise injection: add random noise to the image. This can help the model become more adaptable to 

noise in real-world images. 

 

3.2.  Deep learning for plant leaf segmentation 

The suggested classification of deep learning model for plant leaf classification is shown in this 

section. According to approaches now in use, noise and lighting fluctuations are just two of the problems that 

plague leaf segmentation algorithms. As a result, we concentrated on creating a solid segmentation strategy. 

The segmentation model that has been suggested employs an instance segmentation technique called Mask 

R-CNN. Target identification and object segmentation at the pixel level are capabilities of this approach. 

Mask R-CNN 's design includes the region of interest alignment algorithm (ROIAlign) and the feature 

pyramid network (FPN) in addition to maintaining the fundamental architecture of faster R-CNN. The main 

architecture of Mask RCNN is shown in Figure 2. Its six main components are: input, backbone feature 

extraction network, FPN, RPN, ROIAlign, and the output for bounding box, class, and mask predictions 

(box, class, mask). 

 

 

 

 

Figure 2. Overall architecture of Mask R-CNN 

 

 

Partitioning is crucial in this context of identifying plant diseases. This Mask R-CNN process feeds 

the input image with plant leaves into the ResNet50 + FPN network model in order to extract pertinent 
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features and produce feature maps that are unique to the leaves. Via the RPN, these feature maps help 

identify possible regions of interest (ROIs), which in this case correspond to individual plant leaves. To 

differentiate between leaf and non-leaf areas within the ROIs, a SoftMax classifier is used after the ROIs 

have been identified. Techniques for frame regression are used to improve the accuracy of leaf boundaries. 

For a more efficient selection of pertinent leaf regions, non-maximum suppression is also used to prune 

redundant ROIs. The feature maps then, in addition to along with the refined ROIs undergo processing in the 

RoIAlign layer. This layer makes it easier to create uniform feature maps for every leaf region, allowing for 

reliable segmentation even with a variety of leaf forms and sizes. At this point, the flow splits into two 

directions: one leads to a fully connected layer for border refinement and leaf classification, while the other 

feeds into a complete convolutional network (FCN) with pixel-level segmentation as its primary function. 

With its two branches, this method guarantees thorough leaf segmentation for both high-level classification 

and pixel-by-pixel delineation.  

Typically, this design's core module makes use of the 101-layer ResNet101 architecture. 

Nonetheless, we have examined plant leaf photos in our study, where the use of ResNet101 can significantly 

lower the operating speed. As a result, ResNet50 was employed in this project. Furthermore, because diverse 

plant leaf kinds cause the considered data to vary greatly in size, a basic convolution network is unable to 

extract the precise features from these photos. In order to enhance the feature extraction procedure, we have 

taken into consideration the feature pyramid network (FPN). By using a hierarchical structure with horizontal 

connections, the FPN makes it easier to create a network feature pyramid from an input that is only available 

at one scale. This method minimizes the number of parameters required while addressing the difficult task of 

extracting target objects from photos at various sizes. The Feature Map used in SSD's pyramid structure 

served as the model for FPN (single shot multibox detector). Nevertheless, in contrast to SSD, FPN also 

combines shallow Feature Maps in addition to deep feature maps from networks like VGG. By utilizing a 

blend of top-down, lateral, and bottom-up connections, FPN maximizes the integration of various feature 

maps. By ensuring effective information flow across many levels of abstraction, this all-encompassing 

strategy improves detection accuracy without appreciably lengthening processing times. FPN successfully 

addresses the multi-scale object detection problem by utilizing both deep and shallow Feature Maps in a 

coherent way, which makes it an excellent tool for a variety of computer vision applications.  

However, Mask R-CNN models face a number of difficulties because to the intricate structure of 

plant leaf pictures. To address this problem, we concentrate on implementing an attention mechanism that 

allows the model to focus on and enhance important feature information while removing unimportant 

characteristics. By narrowing its focus, the model becomes more resilient to changes in field circumstances, 

which in turn improves its performance and adaptability in a variety of scenarios. In this study, we have 

implemented an upsampling convolution channel attention method in the Mask R-CNN backbone model. 

Figure 3 shows the modified design of the backbone model.  

 

 

 
 

Figure 3. Improved backbone architecture 
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Figure 4 shows the architecture of the channel attention model. The fundamental concept is to 

propose a local cross-channel interaction strategy without dimensionality reduction. By comparing each 

channel to its KNN after the global average pooling (GAP) of channels, this method seeks to locally record 

interaction information among channels. To cover a global receptive field, the ECA module first uses GAP to 

compute the input feature map with dimensions H*W*C, where C is the number of feature channels. This 

produces a feature vector of size 1*1*C. Next, data on cross-channel interactions is obtained using 1D 

convolution with a convolution kernel size of k. The number of input channels affects the convolution kernel 

k's size, which may be chosen as follows: 

 

𝜓(𝐶) = |
𝑙𝑜𝑔2(𝐶)

𝛾
+

𝑏

𝛾
|

𝑜𝑑𝑑
 (1) 

 

where γ and b are set to 2 and 1, respectively, and C is the number of input channels. Obtaining the coverage 

of local cross-channel exchanges is helpful. The architecture of the attention mechanism is shown in Figure 4. 

 

 

 
 

Figure 4. Channel attention mechanism 

 

 

The weights of each feature are subsequently determined using the sigmoid activation function. The 

output feature channel weight vector is multiplied by the original input feature map in the next step to finish 

the original feature calibration along the channel dimension. By suppressing any faulty or inefficient feature 

channels, this technique improves the directed character of the retrieved features. As a result, this refinement 

increases the extraction of useful and efficient characteristics. 

During the Mask R-CNN procedure, the FPN fuses the feature map from the bottom up. However, 

the resolution of the feature map changes with each stage, and the depth parameters of the final feature map 

also change. Thus, in order to get feature maps of the same size, upsampling procedures must be carried out. 

Then, pixel by pixel, the acquired feature set is combined to create the feature fusion needed to build the 

pyramid structure. The traditional Mask R-CNN upsamples by employing nearest neighbor interpolation; 

nevertheless, this may lead to the loss of accurate data for important aspects. We provide a unique 

upsampling strategy to overcome this issue, feeding the resulting feature maps (H/r*W/r*C) as 3x3 

convolutions for learning. The process of convolution yields a feature map of size H/r*W/r*(C*r^2), which is 

then reshaped as H×W*C, where r is the ratio of the upsample feature to the original feature map size. The 

upsampling procedure is shown in Figure 5.  

The segmentation and classification model is trained using the final feature map. While the 

segmentation model creates the segmented output, the classification model classifies the plant leaf category. 

Loss function modeling is needed during the training phase to enhance learning and improve segmentation 

results. The loss function is expressed as: 
 

𝐿 = 𝐿𝑐𝑙𝑠 + 𝐿𝑏𝑜𝑥 + 𝐿𝑚𝑎𝑠𝑘   (2) 
 

where 𝐿𝑐𝑙𝑠 represents the classification loss, 𝐿𝑏𝑜𝑥 represents the regression loss of bounding box and 𝐿𝑚𝑎𝑠𝑘 is 

the mask loss.  
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Figure 5. Upsampling model for feature extraction 

 

 

3.3.  Feature extraction  

The approached feature extraction model is explained in this part. The suggested feature extraction 

model receives the segmented leaf image as input. We employ CNN-based deep learning architecture for 

feature extraction in place of the conventional manual feature extraction method. Convolutional neural 

networks are commonly utilized in deep learning models for the extraction of features from images CNN. 

CNNs are frequently utilized for jobs involving images because of their capacity to automatically extract 

pertinent characteristics from unprocessed pixel data. The convolution layer, activation function, and pooling 

layer process the picture data in the CNN feature extraction process. Let's write X for the input picture and H l 

for the lth convolutional layer's output feature map. The lth convolutional layer has the following 

mathematical formulation: 
 

𝐻𝑖,𝑗,𝑘
(𝑙)

= 𝑓(𝑙) (∑ ∑ ∑ 𝑊𝑝,𝑞,𝑚,𝑘
𝑙 . 𝑋(𝑖+𝑝−1),(𝑗+𝑞−1),𝑚

(𝑙−1)
+ 𝑏𝑘

(𝑙)𝑄(𝑙)

𝑞=1
𝑃(𝑙)

𝑝=1
𝑀(𝑙−1)

𝑚=1 ) (3) 

 

where 𝐻𝑖,𝑗,𝑘
(𝑙)

denotes the activation at position (I,j) in the kth feature map of the lth layer, 𝑊𝑝,𝑞,𝑚,𝑘
𝑙  represents the 

weight parameter of the kth filter for the mth input channel in the lth layer, 𝑋(𝑖+𝑝−1),(𝑗+𝑞−1),𝑚
(𝑙−1)

 denotes the 

activation at position (i+p-1), (j+q-1) in the mth input channel of the (l-1)th layer, 𝑏𝑘
(𝑙)

 represents the bias term 

for the kth filter in the lth layer, and f(l) enotes the activation function applied element-wise. In next step we 

apply ReLU activation function which is expressed as: 

 

𝑓(𝑙)(𝑥) = max(0, 𝑥) (4) 

 

further, pooling operations performed which reduces the spatial dimensions of the feature maps. It can be 

expressed as: 

 

𝐻𝑖,𝑗,𝑘
(𝑙)

=
𝑃(𝑙)

𝑚𝑎𝑥 
𝑝 = 1

𝑄(𝑙)

𝑚𝑎𝑥
𝑞 = 1

(𝐻
(𝑖−1)×𝑆(𝑙)+𝑝,(𝑗−1)×𝑆(𝑙)+𝑞,𝑘

(𝑙−1)
) (5) 

 

where 𝑆(𝑙) denotes the stride of pooling operation. After performing these operations, the features are 

flattened and fed into fully connected layer which can be expressed as: 

 

𝐻(𝑙) = 𝑓(𝑙)(𝑊(𝑙). 𝐻(𝑙−1) + 𝑏(𝑙)) (6) 

 

where 𝑊(𝑙) represents the weight matrix of the 𝑙𝑡ℎ fully connected layer, 𝑏(𝑙)𝑖s the bias vector. The obtained 

vector is considered as final feature vector.  

 

3.4.  Ensemble classification 

To categorize the illness kind, the final feature map is given into the ensemble classifier model. To 

increase overall prediction accuracy, an ensemble classifier combines many separate classifiers. Assume for 
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the moment that the ensemble classifier is represented by the notation E(x), where x stands for the input data. 

Consider the following scenario: We have N basic classifiers, C1, C2, ..., CN. For a given input, each base 

classifier returns its prediction, which is expressed as Ci (x), where i is the base classifier's index. The final 

prediction of the ensemble classifier is formed by combining the predictions of the basic classifiers using a 

variety of techniques. Majority voting is a popular technique in which the base classifiers' majority vote 

determines the final prediction. In terms of, Mathematically, the ensemble classifier 𝐸(𝑥) can be represented as: 

 

𝐸(𝑥) = 𝑎𝑟𝑔𝑚𝑎𝑥𝑦 ∑ 𝛿(𝐶𝑖(𝑥), 𝑦)𝑁
𝑖=1  (7) 

Where y stands for the potential classes and δ(.) for the Kronecker delta function, which is 1 in the case of 

equal arguments and 0 in the absence of one, is represented. We employed the RF, decision tree, and SVM 

classifiers in this study. E(x), the combined classifier, may be written as follows: 

 

𝐸(𝑥) = 𝑎𝑟𝑔𝑚𝑎𝑥𝑦 (∑ 𝛿(𝐶𝑆𝑉𝑀𝑖
(𝑥), 𝑦) )𝑁

𝑖=1 + ∑ 𝛿 (𝐶𝐷𝑇𝑗
(𝑥), 𝑦)) + ∑ 𝛿(𝐶𝑅𝐹𝑘

(𝑥), 𝑦) )𝑁
𝑖=1

𝑁
𝑖=1 ) (8) 

 

where the final prediction, E(x), is the obtained class that gained the greatest number of votes from the SVM, 

DT, and RF classifiers, and N is the number of base classifiers. Figure 6 illustrates the general ensemble 

categorization procedure. 

 

 

 
 

Figure 6. Ensemble classifier 

 

 

4. RESULTS AND DISCUSSION 

This chapter presents the suggested model's results and compares them with the most advanced 

models for classifying plant leaves and diseases. The first paragraph provides a brief overview of the dataset 

utilized in this study, the second subsection explains the parameters used to gauge the classification 

performance, and the third and final chapter provides a comparison analysis to demonstrate the stability of 

the suggested model. 

 

4.1.  Dataset details 

Images related to different plant species and the diseases they are linked to are compiled into the 

PlantVillage dataset as shown in Figure 7. The number of photos in this collection is 54,305, which 

represents 14 different species and 38 distinct disease classifications. A sampling of the PlantVillage dataset's 

photos is shown in Figures 7(a)-(h), representing the apple, cherry, maize, potato, tomato, grape, orange, and 

peach, respectively. Table 1 shows the information pertaining to images in each category. 

Apple dataset-there are 3,642 photos in all, split up into four categories in the collection. Out of 

these, only 1,822 have labels, with the rest photos being label-free. The annotated photos have been carefully 

selected to address several categories, including different illnesses, rust, scab, and healthy. Table 2 shows the 

distribution of photos by category. Interestingly, the photos were taken in the field in uncontrollable lighting 

circumstances. 
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Maize dataset-there are four different kinds of maize illnesses included in the 400 photos that make 

up the Maize collection. Table 3 provides the overall count of photos for each category, including the 

photographs in the test set. Notably, no background removal was used when taking these photos in the actual 

field. A subset of the photographs in each category is reserved for testing, and 100 images within each 

category are designated for training. 

Rice dataset: the Xiamen, China-based Fujian Institute of Subtropical Botany provided this dataset, 

which includes rice illnesses grouped into five categories. There are 100 photos in each category, for a total 

of 500 photographs. In addition, different numbers of examples are included with test photos. Table 4 

provides particular information on the number of photos in each category. 

 

 

 
(a) 

 
(b) 

 
(c) 
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Figure 7. Sample images of PlantVillage dataset (a) apple, (b) cherry, (c) maize, (d) potato, (e) tomato,  

(f) grape, (g) orange, and (h) peach 

 

 

Table 1. Dataset details: PlantVilage 
Species  Category Image count Species  Category Image count 

Apple Scab 630 Grape Black rot 1180 

Apple Black rot 621 Grape Black measles 1383 

Apple Cedar apple rust 275 Grape Isariopsis leaf spot 1076 
Apple Athletic 1645 Grape Athletic 423 

Cherry Athletic 854 Orange Citrus greening 5507 

Cherry Powdery Mildew 1052 Peach Athletic 360 
Corn Gray Leaf Spot 513 Peach Bacterial spot 2297 

Corn Common Rust 1192 Pepper Bacterial spot 997 

Corn Athletic 1162 Pepper Athletic 1478 
Corn Northern leaf blight 985 Pepper Early blight 100 

Potato Athletic 152 Raspberry  Athletic 371 

Potato Early Blight 1000 Strawberry Athletic 456 

Potato potato blight 1000 Strawberry Leaf scorch 1109 

Tomato Bacterial spot 2127 Tomato Yellow leaf curl virus 5357 
Tomato Early blight 1000 Tomato Mosaic virus  373 

Tomato Athletic 1591 Tomato Target spot 1404 

Tomato Tomato blight 1909 Tomato Two spot spider mite 1676 
Tomato Leaf mold 952 Tomato Blueberry  1502 

 

 

Table 2. Apple dataset description 
Category Image count 

Athletic 518 
Rust 535 

Scab 590 

Multiple disease 93 
Total 1821 
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Table 3. Maize dataset description 
Category Image count 

Ppecks 108 
Gross’s Bacetrial Wilt 115 

Pyricularia grisea 115 

Phaeosphaeria leaf Spot  118 
Total 480 

 

 

Table 4. Rice dataset description 
Category Image count 

Bacterial leaf streak 110 
Sun scorch 113 

White smut 115 

Stackburn 105 
white gradient 117 

Total 560 

 

 

4.2.  Performance measurement parameters 

Four metrics—accuracy, sensitivity, specificity, and F-measure—are used to assess the classification 

performance using a confusion matrix. The confusion matrix is displayed in Table 5, and further parameters 

are calculated using the information in the equations (number). 
 

 

Table 5. Confusion matrix representation 
 Positive Negative Total 

Positive 𝑇𝑝 𝐹𝑝 𝑇𝑝 + 𝐹𝑝 

Negative 𝐹𝑁 𝑇𝑁 𝐹𝑁 + 𝑇𝑁 

Total 𝑇𝑃 + 𝐹𝑁 𝑇𝑃 + 𝑇𝑁  

 

 

The values acquired as stated in the confusion matrix, such as true positive, false positive, false 

negative, and true positive, are used to determine the detection accuracy. The precision may be calculated as (9): 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (9) 

 

The confusion matrix is also used to calculate the sensitivity performance. One way to express the 

sensitivity is (10): 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (10) 

 

the specificity can be computed as (11): 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

𝑇𝑁+𝐹𝑃
 (11) 

 

and, F-measure is can be computed as (12). 

 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =  
2×𝑇𝑃

2×𝑇𝑃+𝐹𝑁+𝐹𝑃
 (12) 

 

4.3.  Comparative analysis 

Using models for data augmentation and pre-processing is the initial step in this process. Figure 8 

illustrates the result of this step. This stage indicates that the "Pepper Bell" class is afflicted with the 

"Bacterial Spot" sickness: 

On this data, we also use a CNN-based feature extraction technique, in which activation functions, 

pooling layers, and convolution layers carry out specific tasks to produce a feature set. Figure 9 shows the 

characteristics that correlate to the activation functions. 

The suggested ensemble classification technique is used in the next step to categorize the leaf type 

and the associated illness. Table 6 shows the aggregate classification performance for the PlantVillage, apple, 

maize, and rice datasets in terms of accuracy and loss. 
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EfficientNet B0, while more efficient than traditional architectures like ResNet or Inception, may 

still have relatively high computational requirements compared to lighter structures like MobileNet or 

ShuffleNet. It also tends to have higher memory requirements compared to other light weight architectures. 

MobileNetv2 has limited capacity for capturing complex features and its performance is sensitive to hyper 

parameters and training arrangements. The comparative analysis reveals that the proposed method has 

reported highest accuracy as 99.45%, 96.30%, 96.85%, and 98.25% for PlantVillage, apple, maize, and rice 

database. 

 
 

 
 

Figure 8. Data augmentation 

 

 

 
 

Figure 9. Outcome of CNN based feature extraction 
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Table 6. Comparative analysis with existing methods for different dataset 

Classification method Evaluation parameter 
Dataset 

PlantVillage Apple Maize Rice 

EfficientNet B0 [24] Loss 0.2121 2.10 0.399 0.420 

 Accuracy 95.69 64.51 85.18 86.67 

MobileNet v2 [24]  Loss 0.040 0.652 0.422 0.817 
 Accuracy 99.25 81.72 93.82 95.00 

ShuffleNet v2 [24]  Loss 0.096 2.62 1.20 1.17 

 Accuracy 97.96 41.93 77.78 75.00 
GhostNet [24] Loss 0.169 3.93 2.67 2.32 

 Accuracy 96.18 39.78 39.50 43.33 

Residual CNN with attention [25]  Loss 0.506 1.01 2.45 0.8945 
 Accuracy 92.79 69.31 62.96 80.00 

Teacher student multitask CNN [26] Loss 0.1252 0.548 0.961 0.5798 

 Accuracy 98.10 89.78 87.13 93.33 
Multi-crop CNN [27]  Loss 0.9301 1.165 1.54 0.1057 

 Accuracy 91.25 87.10 86.42 95.00 

Deep transfer learning [28] Loss 0.105 0.301 1.557 0.2933 
 Accuracy 96.82 75.89 80.38 92.00 

VGG-ICNN [24]  Loss 0.0497 0.0078 0.825 0.0542 

 Accuracy 99.16 94.24 91.36 96.67 
Proposed Model Loss 0.085 0.0056 0.251 0.0351 

 Accuracy 99.45 96.30 96.85 98.25 

 

 

5. CONCLUSION  

In this proposed algorithm, we have concentrated on developing an advanced deep learning-based 

method for classifying and detecting plant diseases. In order to solve the problem of data imbalance and take 

into account the variety of the dataset, the initial part of this study involves data augmentation techniques. 

The following phase presents a feature extraction model based on Mask R-CNN, whereby the backbone 

architecture is altered through the addition of channel attention and upsampling procedures. To get the final 

feature set, the segmented picture is processed through a CNN-based feature extraction step. Ultimately, the 

majority voting strategy is employed to build the ensemble classifier using SVM, DT, and RF classifiers. 

When compared with the current method, the experimental result analysis demonstrates that the suggested 

strategy improved classification accuracy and decreased training loss. 
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