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 The internet of things (IoT) has become a real revolution that represents 

technological innovation in all domains, it becomes more and more 

integrated into human activities starting from personal needs, to professional 

eras including industry, logistics, healthcare. Yet this technology didn’t only 

bring advantages to all industries, it also creates new challenges mostly 

security-related, due to the specifications of the IoT environment: its 

heterogeneity, the restricted resources, and the continuous enormous 

sensitive data generated and exchanged on the IoT ecosystem. In this paper, 

we propose a study of statistical models (autoregression, moving-average, 

autoregression-movingaverage, autoregression integrated movingaverage, 

seasonal autoregression integrated movingaverage) to build an anomaly-

based detection model for times series data, to detect abnormal behavior that 

can be explained by a sensor failure, or a compromised sensor. The proposed 

anomaly-based detection relies on defining the data behavior and creating a 

profile on the assumed normal state, the created profile will be used as 

knowledge to predict future values to which real records will be compared, 

any deviation from the predicted data will be considered as abnormal, that 

indicates an anomaly has occurred on the sensor or the exchanged data. The 

proposed approach will help improve accuracy, reliability, trustworthiness, 

and data integrity. 
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1. INTRODUCTION 

In this article we will propose a new anomaly-based detection system in time series data on IoT 

systems, the novelty lies in using statistical techniques not only to predict but also to detect anomalies and 

improve system integrity. Our choice is justified by the specification of the IoT system [1] itself which can be 

defined as locally connected objects configured to work in a very specific way depending on time, for 

example when observing the perception layer we know that we have sensors that are recording/reporting 

specific data [2] on predefined time interval depending on the data send (once every second, once every 

minute, hourly, daily, weekly), for that time series anomaly detection can be applied for the data sent as well 

as the network traffic generated by the time of sending the data and also by other time, for example, if we add 

parameters to the sensor to send records each hour it will be weird if we detected a network traffic out of the 

time defined to send records [3]. 

https://creativecommons.org/licenses/by-sa/4.0/
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There are so many techniques [4] that can be used for anomaly detection but some fits perfectly to 

our study which is time series analysis that relies on statistical models [5] that can be applied to detect and 

predict the behavior of the times series dataset. In time series each point can affect the next one periodically 

speaking, so that becomes a trend or even a cyclic behavior the anomaly is raised when actual data is 

deviating from the predicted one, by a very low or high difference. The IoT system allows us to perform time 

series [6] analysis for anomaly detection, it is the best environment to do so due to its specification that fits 

perfectly to the requirements needed to apply time series analysis or anomaly detection [7]. 

 

 

2. OBJECTIVE OF THE RESEARCH AND CONTRIBUTION  

The objective of this research is to sudy statistical models, and their performance in anomaly-based 

detection in IoT data, the addressed data is the one collected or transfered by the IoT sensors, we took into 

consideration that this data is a time series dataset, the deployed sensors collect and transfer data at different 

times, defined based on the needs of the system, However anomalies may occure on this data, during the time 

of collection or transfer, whcih origine by a vulnerability or technical cause such as sesonr dysfunction. 

Statistical models are designed to performe on time series datasets, but in the environement of IoT the models 

needs to be tested. In this work we propose a literature review on the existing current work related to the 

research, then an overview of anomaly-based detection and statistical models, afted that we define our 

proposed model for anomaly-based detection in time series dataset, based on the comparative study we 

conduct on the choosed statistical models, the tests were validated using an IoT dataset from Kaggle 

plateforme.  

 

 

3. RELATED WORK 

In 2016, Jibin and Jiang [8], improved ARIMA based anomaly detection algorithm for wireless 

sensor networks, the improvement was applied to the structure of the ARIMA model, first using a sliding 

window to determine historical data for modeling, second updating the model after each time sliding 

window, and last making traffic prediction by short step exponential, the model was tested on real WSN 

network traffic using simulation on MATLAB, the results show that despite the increase of false positive rate 

on the proposed model, it still gives better results by decreasing the rate of true negatives and increasing the 

rate of true positive. 

In 2018, Giannoni et al. [9] developed an anomaly detection algorithm for IoT times series data, 

multiple algorithms were applied to the data to detect anomalies: running average low-high pass filter: make 

use of the running average computed based on the last W acquisitions (where W is a sliding window of fixed 

size), as a means to identify anomalies. Univariate Gaussian predictor: the model classifies each new 

acquisition xi based on the probability of that value in the distribution p(xi). A threshold has to be set to 

decide which probabilities are too low to be considered non-anomalous. Seasonal ESD algorithm: statistical-

based method, applied only on time series that have their residual component symmetrically distributed.  

In 2020, Braei and Wagner [10] presented in their research a survey on the state of the art on 

different techniques and methods used for anomaly detection in univariate time-series data, the researchers 

perform an experiment using five different univariate time series datasets using both statistical and classical 

machine learning (AR, MA, SES) and deep learning approaches (CNN, LSTM, GRU), the results show that 

statistical techniques perform better on univariate time series with more accurate detection on point and 

collective anomalies and less computation times.  

In 2020 Eran et al. [11] reviewed in their paper anomaly detection on sensors, on different levels, 

comparing the techniques used to detect anomalies, the authors reveal that statistical techniques don’t work 

better on multivariate data, or high dimensional datasets, compared to machine learning techniques, however, 

the statistical technique is much easier to implement and computationally efficient.  

In 2022 Oser et al. [12] proposed an enhanced version of SAFER’s framework using Facebook’s 

Prophet and ARIMA as prediction models and simple moving average (SMA) to compare the predicted 

results, the proposed approach applied to vulnerabilities patches of 793 IoT devices showed high prediction 

rate of 91 of future risks.  

In 2022 Kalouptsoglou et al. [13] performed a time series forecasting using both statistical and deep 

learning techniques, applied to national vulnerabilities databased (NVD) for different software projects, the 

results were very close however ARIMA reached better goodness of fit level compared to other used deep 

learning methods. 

In 2022 Awang et al. [14] proposed a SARIMA-based prediction model to help admins in making a 

decision for risk management, the results regardless of the high rate of the root mean square error (RMSE), 

showing that SARIMA is a good model to forecast attacks and threats in the future. 
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In 2023, Samaria and Thakkar [15] performed a comprehensive survey on anomaly detection 

algorithms, according to their research, statistical-based algorithms are considered very powerful ones in 

outlier detection specially when applied on certain type of data.  

 

 

4. ANOMALY-BASED DETECTION 

The anomaly-based detection is basically about defining the data behavior and creating a profile or a 

model on the assumed normal state [16], the profile created will be used as a knowledge to which real records 

will be compared any deviation from that profile will be accepted as abnormal behavior; Anomaly detection 

becomes the topic of the hour since it proved its performance in detecting new attacks, as long as the attack 

causes a deviation from the normal traffic flow or data collected. However anomalies don’t necessarily 

indicate an attack or threat, abnormal behavior can have several causes such as: system error, environment 

changes, new observations. For that reason, contradictory to rule-signature based [17] anomaly-based 

detection is known for its high rate of false positives and true negatives [18]. This can leads to misestimating 

the real danger, and the real state of the system. In spite of that, anomaly is still the best way to detect new 

attacks compared to rule-signature-based intrusion detection systems, that rely only on the existing signatures 

in their knowledge base. 

To build a performant anomaly-based detection for monitoring we first need to define good data 

which is the main focus above all, then we can apply the different existing techniques to train the data and 

create the profile on which we will base anomaly detection, Figure 1 shows the different techniques used for 

intrusion or anomaly detection each one can be applied differently and it depends on the type of the data 

itself, some techniques could perform better on time series data others could give the worst results. 

 

 

 
 

Figure 1. Classification of IDS types 

 

 

4.1. Time series data 

Time series data [19] is a very important term in monitoring different processes, it can be defined as 

a series of data points taken at different times, it allows tracking the changes or the movement of a very 

specific numerical data point over time, the time here is relevant to the data collected, it is a regular interval 

over a specific period such as hourly, daily, weekly or even in a given personalized period of time. The data 

collected in IoT systems [20] via sensors can be defined throw time series data since the sensors collect 

information about the environment on a given period so any records given by any sensor are related to a 

specific moment. A general given dataset including time series data is composed of three different patterns:  

- Normal: it is the data how it is supposed to be, the correct information collected or stored. 

- Anomalies: abnormalities, outliers, or deviants (a value that differs considerably from the other 

observations), there are many reasons for anomalies such as malicious actions, system failure, and 

intentional fraud. 

- Novelties: it is a new observation that occurs in a non-malicious action such as changes in the 

environment, it is a novel pattern. 

In addition to those patterns, time series data can include other patterns: 

- Seasonal: seasonality happens when a time series is affected by short-term variation such as seasonal 

factors such as the time (month) of the year or a day of the week. Seasonality produces a fixed and known 

frequency. 

- Trend: in opposite of seasonal trend is affected when there is a long-term, it is defined as a movement in 

the data such as changing in a direction from increasing to decreasing or the other way. 
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- Cyclic: it can be defined as a novel trend it occurs due to changes in some related factors to the given 

measurement for example the temperature of a given place will change if the humidity changes but it will 

not create a frequency. 

 

4.2. Type of anomaly in time series datasets 

a) Point anomalies: a single abnormal observation Point that represents an irregularity or deviation that 

happens randomly. 

b) Contextual anomaly: also known as the conditional anomaly, it is observed in specific intervals, for 

example, observing measurement 2 on the temperature in the winter season can be considered normal, 

but in summer would be abnormal, of course, we can have multiple conditions such as local because it 

also affects the data, for contextual anomaly a specific context must be defined. 

c) Group or collective anomaly: it is a group of anomalies that can be considered as normal patterns if 

observed individually from the data, this type of anomaly can cause a lot of problems if the data is small. 

 

4.3. Statistical models 

In the following, we will detail more statistical techniques that work better than other techniques in 

time series anomaly detection: 

a) Threshold metric: in this model, we define a threshold (Min and Max), by counting the events on a 

given dataset, any value that is higher than the Max defined or lower than the min should raise an alarm 

and be assumed as an anomaly.  

b) Markov process: the Markov process fixes a specific interval of the data and track these intervals on 

time, any changes occurred on a given interval will be defined as an anomaly.  

c) Mean and standard deviation model: the standard deviation (also spelled standard deviation) is a 

measure of the dispersion of the values of a statistical sample or probability distribution. It is defined as 

the square root of the variance or, similarly, as the square mean of the deviations from the mean. In this 

model, any event that falls outside the set interval defined by the standard deviation will be assumed as 

anomalous. 

d) Multivariate model: this model takes into consideration more than one measurement to detect an 

anomaly, for example when talking about humidity it is affected by time and also by temperature, this 

model doesn’t raise an alert about an abnormal measurement in humidity if it is justified by the 

temperature recorded, it applies correlation between two or more observations. 

e) Time series model: in this model, a threshold isn’t defined as in other models, since it computes the 

chance of having a specific measurement at a specific time taking into consideration previous 

measurements in time and also the time series data, its trend, seasonality. From the previous models we 

are going to work with time series data, for that we are going to apply different algorithms to detect 

anomalies by forecasting the time series data, this choice is justified by the fact that it fits the IoT 

architecture and also with the collected data by the sensors. 

 

 

5. PROPOSED MODEL  

In this study we are proposing a new anomaly-based Intrusion detection system using statistical 

models to forecast [21] and predict future values based on a small history base, the predicted value using 

stochastic models is close enough to the correct real values with a very small difference, once we get the real 

records we compare them with the predicted one if the difference was small enough it will be considered as a 

normal one, if not the real value will be reported as anomaly point, this technique is highly effective since it 

has a very small false positive rate and true negative rate compared to other techniques such as artificial 

intelligence. 

The proposed intrusion detection system Figure 2 could be applied to any time series dataset, in our 

case we are proposing an approach to be applied to the collected information of sensors in an IoT system, the 

proposed model will help enhance the integrity and improve the accuracy, and trustworthiness of the data 

collected by sensors, it helps to indicate if the data was not altered by any unauthorized intruder, integrity is 

very important basic in security as well as in any system including IoT systems [22] and the collected 

information by the perception layer, in fact, sometimes what is more important in an IoT especially applied 

for health, industry, environment monitoring [23] is having the correct information, and the accurate values, 

these values that will be used later for taking actions and decisions about the whole process. The model 

proposed for this part is divided into four phases: 

a) Collected data: the data collected by the sensors that will be compared to the predicted data. 
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b) Preprocess and analyze the data: this step will help to rescale the data if needed, clean the data of 

unnecessary values if found, and also plot the data as collected, that will help to analyze the information 

collected. 

c) Detection engine: this is the part on which we are going to implement our model to perform the prediction 

using a historical dataset that is previously collected and checked, in the detection engine we implement 

the model, we predict values of the period given, and then we compare that values to the collected one, 

using other algorithms such as Mean square error, coefficient of determination (R2). 

d) Report: the results obtained from the detection engine will be compared to a defined threshold, if it is 

higher or lower an alert is raised indicating an anomaly, otherwise everything will be reported as normal 

and the integrity of the data is checked. 

 

 

 
 

Figure 2. Proposed model for anomaly-based intrusion detection system using forecasting models 

 

 

6. EXPERIMENTAL TEST 

6.1.  Data analysis 

Dataset: for our experiment tests we are going to use the dataset provided by Kaggle [24], the data 

contain 5 years of hourly measurement of different environmental values (temperature, humidity, pressure, 

weather direction, weather speed) the records were recorded in 36 different cities. The data fits perfectly with 

the needed model, it gives us exactly what we need to test on the model, we will not use the entire dataset we 

are going to retrieve intervals from the given datasets to perform the tests with the different models. The 

dataset is provided under the ODbL License. Since we are using the forecasting model for anomaly detection 

we don’t need large history from the data, we search for a model that can forecast future values based on 

small history data, of course, we can use a large one but we could face the problem of seasonality, especially 

in environment records such as climates. We used partial data in Figure 3 going from 26-01-2017 to 31-01-

201 from temperature.csv file, it is tricky for any model to predict the next value based on a small training 

set. 

Data preprocessing: before choosing the interval on which we are going to work we analyzed the 

whole hourly temperature records of Portland (the choice of Portland was randomly and everything applied 

to Portland can be applied to other cities from the datasets provided by Kaggle). 

From Figure 3 we can conclude data temperature records (or any other climates records collected by 

sensors) is a non-stationary one since there are so many factors that can affect the values over time, using the 

whole data can cause wrong predicted values, for that we split the data into the appearing seasons into the 

data, but it still a large dataset to use for anomaly detection, that is why we are going to plot one month from 

the partial dataset and then we can again define a more small part to work on in the next testing. 
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Figure 3. Hourly temperature records in 2017 in Portland 

 

 

From Figure 4 we can see that even in one month of plotting there exist a lot of seasonality which is 

why we split once again the data into a more stationary and smaller dataset in our case we chose to work on 

data going from 26-01-2017 to 31-01-2017 That will be ideal interval to be applied in a real case and more 

precisely for anomaly detection to check the integrity of the data. The records in the data set chosen for test 

Figure 5 were already verified, so it doesn’t include any anomalies or abnormal records Figure 5(a), for that 

we manually replaced two records by wrong ones to check the changes that occurred on the dataset  

Figure 5(b). 

To study the distribution of the dataset records we plotted its histogram with and without an 

anomalous point Figure 6. In the original data we can see that the distribution of the values can be split into 

two sub gaussian distributions Figure 6(a) which is normal since in hourly temperature records in a day we 

always met a law temperature degree and a high one (can be justified by night and day), in the infected data 

we see that the distribution becomes a gaussian one Figure 6(b) since even with the low and high-temperature 

degrees they still close enough but the anomaly point even though they aren’t massively changed they still 

plotted separately in the histogram. 

 

 

 
 

Figure 4. Hourly temperature records in January 2017 in Portland 

 

 

 
(a) 

 
(b) 

 

Figure 5. Hourly temperature records dataset chosen for test in (a) with anomaly point added and (b) without 

anomalies or changes on the data 

 

 

Test the stationarity of the dataset: to test if the dataset is stationary enough to apply the algorithm 

on it we are going to use the Dickey-Fuller Augmented test (ADF) [25]. The Dickey Fuller augmented test or 

ADF is a statistical test designed to determine whether a time series is stationary, i.e., whether its statistical 

properties (hope, variance, auto-correlation) vary over time. Using the adfuller function from statemodels.tsa 

library we can interpret if our dataset is stationary or not. 
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Null hypothesis: if not rejected, in this case, the time series has a unit root, meaning it is non-

stationary. It has time-dependent structure. On the other hand, if the null hypothesis was rejected, we can 

assume that the time series does not have a unit root, which means it is stationary. 

Applying the ADF test on our dataset (with the anomalous points) we are getting results of  

-4.856019 which is low than -3.479 at 1% which shows that the data can reject the null hypothesis with a 

significant level of less than 1% which means that our data is stationary at that point. 

 

 

 
(a) 

 
(b) 

 

Figure 6. Histogram plot of the dataset in (a) with anomaly point and (b) without anomaly 

 

 

6.2.  Statistical models performance comparison 

In this study we choose to use 5 different statistical models: i) AR: auto regression, ii) MA: moving 

average model, iii) ARMA: auto regression moving average, iv) ARIMA: auto regression integrated moving 

average [26], and v) SARIMA: seasonal auto regression moving average. To compare the models, we are 

using 70% of the data as training and 30% as testing, with the 70% we are going to train the models and 

make a prediction on the same interval as the testing part, and then we are going to compare the results 

obtained from the different models with the actual values of testing part [27]. For ARMA, ARIMA, and 

SARIMA the choice of the parameters was fulfilled using Akaike’s information criterion (AIC) [28]. 

 

 

7. RESULTS AND DISCUSSION 

In our study, the different statistical models were trained using 70% of the chosen dataset, error 

measurement of the predicted values in the models. To compare the models results we performed many tests 

to calculate the precision of the detected values, as well as the difference between the actual and estimated 

ones. In this research we tried to propose an approach for anomaly detection using statistical techniques, The 

results from plotting autoregression and moving average models Figure 7, clearly show that the 

autoregression model tends to be stationary over time with the same value Figure 7(a), this result is the same 

when using a much larger dataset (we used the entire month and still have the same stationary action from 

AR model) that means that this model is very weak for prediction and it cannot be used in anomaly detection, 

this model will work fine in a stationary environment when the data tend to be fixed but not on data with 

seasonality even small ones, this result was justified by the scores obtained by the different tests, mean 

square error (MSE) output a value of 1.156 for the AR, also the variance was very low to be good at 0.004 

Table 1, proves there is almost no relation between the predicted values and the actual ones. Moving average 

plotting didn’t quite reflect the data since it smooths the data in a way that it was plotted without showing the 

differences between the hourly records Figure 7(b), the MSE spotted this problem by giving a high score of 

1.204, the mean absolute error (MAE) score was also high with a value of 0.943 Table 1, this model although 

it gives the shape of the data and how the whole data act, it doesn’t give accurate and close predicted values 

that can be used in anomaly detection to check data integrity. In Figure 8 shows the plotted results of ARMA 

Figure 8(a) and ARIMA Figure 8(b) predictions, they were very close in the plotting, although ARIMA 

plotting was smoother and closer to the actual one, even if the error tests show that ARMA and ARIMA 

perform similarly with a small difference, that ARIMA tests were relatively better, the mean error of ARMA 

and ARIMA was of 0.882 and 0.707 respectively Table 1, they still high scores, but in fact, the predicted 

values were close enough to be considered as good models to use. However, the coefficient of determination 

(R2) was significantly low for both models, 0.143 for ARMA and 0.287 for ARIMA, the problem with these 

models is the seasonality, ARMA doesn’t handle seasonality, and ARIMA removes the differences in the 

training data. SARIMA was the best model to use, it shows a great plot Figure 9, and also very good error 
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test results, an MSE of 0.099 Table 1, close to 0 which means that the values estimated were very close to the 

real ones in the dataset. 
 
 

 
(a) 

 
(b) 

 

Figure 7. Obtained prediction results using different statistical models in (a) by AR model and  

(b) by MA model 
 
 

Table 1. Measurement error of different models using different tests 
Model SE Variance R1 MAE 

AR 1.156 0.004 -0.166 0.931 
ME 1.204 -0.071 -0.071 0.943 

ARMA 0.882 0.458 0.143 0.728 

ARIMA 0.707 0.523 0.287 0.660 
SARIMA 0.099 0.903 0.903 0.249 

 

 

 
(a) 

 
(b) 

 

Figure 8. Obtained prediction results using different statistical models in (a) by ARMA and  

(b) by ARIMA model 
 
 

 
 

Figure 9. Prediction results by SARIMA model 
 

 

The obtained results can be used in anomaly detection since any anomalous point will be spotted 

even if it was very small, and we can check the accuracy of the information. However statistical models may 

not be sufficient for anomaly detection when it comes to non-seasonal or big data, which needs a more 

complex algorithm such as in machine learning techniques to detect anomalous points. 
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8. CONCLUSION  

Data integrity is a critical issue in security, we cannot focus on securing the network systems 

without taking into consideration verifying the accuracy of the data that is being transferred into the network. 

Anomalies detected in the data can indicate a possible malicious action, the main idea was to propose a 

model that can detect correct future values that could be collected by the sensors and then compare these 

predictions with the actual values, taking into consideration that after training the model with historical 

dataset, it will be able to provide accurate predictions, for that we proposed statistical models that fit 

perfectly with this idea, since IoT data collected by sensors are known as time series ones, in this work we 

tested several statistical models in order to compare theire performance, the results show that SARIMA 

outperforms other models (AR, MA, ARMA, and ARIMA), the obtained results were validated using a 

temperature dataset from Kaggle. The choice of usign statistical models come from the litrature review we 

did, from which we concluded that statictical models have a high-performance on time series datasets. For 

our future work we are planning to apply the best model on different datasets,to validate the results, and also 

compare it later with machine learning and deep learning techniques especially sequential algorithms such as 

RNN, this work will en with the creation of robust and well designed anomaly-based model for IoT datasets.  
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