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 Recently, adversarial input highly negotiates the security concerns in deep 

learning (DL) techniques. The main motive to enhance the natural language 

processing (NLP) models is to learn attacks and secure against adversarial 

text. Presently, the antagonistic attack techniques face some issues like high 

error and traditional prevention approaches accurately secure data against 

harmful attacks. Hence, some attacks unable to increase more flaws of NLP 

models thereby introducing enhanced antagonistic mechanisms. The 

proposed article introduced an extended text adversarial generation method, 

TextBugger. Initially, preprocessing steps such as stop word (SR) removal, 

and tokenization are performed to remove noises from the text data. Then, 

various NLP models like Bi-directional encoder representations from 

transformers (BERT), robustly optimized BERT (ROBERTa), and extreme 

learning machine neural network (XLNet) models are analyzed for 

outputting hostile texts. The simulation process is carried out in the Python 

platform and a publicly available text classification attack database is 

utilized for the training process. Various assessing measures like success 

rate, time consumption, positive predictive value (PPV), Kappa coefficient 

(KC), and F-measure are analyzed with different TextBugger models.  

The overall success rate achieved by BERT, ROBERTa, and XLNet is about 

98.6%, 99.7%, and 96.8% respectively. 
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1. INTRODUCTION 

In today’s scenario, the use of the deep learning (DL) approach keeps on increasing results in the 

introduction of natural language processing (NLP) models. It is noted that fascinating results are obtained 

while processing the NLP models in various fields like question answering, sentimental analysis (SA), 

language translation, and text manipulation. Astudillo et al. [1], it is noted that integrating suitable 

perturbations cannot be easily identified to text data that deliberates the DL models to produce errors 

resulting in adversarial attacks mainly encompassed in computer vision applications. Recently, studies on 

adversarial attacks made outstanding intimidation in NLP, image processing, face identification, and 

intrusion detection processes [2], [3]. It is analyzed that particular NLP processes like spam identification, 

and sensitive data detection are playing an integral role in data processing and security on networks. Hence,  

it is necessary to enhance the performance of NLP models based on DL techniques. 

https://creativecommons.org/licenses/by-sa/4.0/
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However, creating adversarial inputs for texts is highly challenging compared to creating adversarial 

inputs in images [4], [5]. The texts are highly random, conquering the persistent concept of an image. 

Moreover, the hostile text inputs are obtained via a disturbing character-level process that causes 

vulnerability during word correction and readable processes [6], [7]. This process can create high security to 

some extent regarding character-level attacks. But this alteration subjects to increased gradient attacks that 

are not directly implemented on the text. In addition to this, integrating sub-word perturbation may change 

the text into out-of-vocabulary (OOV) words. The textual perturbation can create an enhanced impact on 

semantics than on images. As a result, it is difficult to enhance the models to generate adversarial textual 

examples [8], [9]. To overcome the cons of existing methodologies, this article integrates the textual features 

and model features to develop a multiple attack technique named, TextBugger. 

Motivation: nowadays, the DL models are becoming more popular in classifying adversarial text 

based on original texts. However, generating adversarial data is highly challenging and it is not as image 

adversaries. To overcome this issue, NLP-based DL models are introduced that automatically learn 

meaningful sentences and classify the hostile text effectively. Some of the commonly used NLP schemes are 

Bi-directional encoder representations from transformers (BERT), robustly optimized BERT (ROBERTa), 

and extreme learning machine neural network (XLNet) models that use contextual embedding property and 

prevent long-term dependency problems. Motivated by this, the developed framework investigated several 

NLP models in classifying adversarial texts using original texts. The key contributions of the developed 

framework are described as follows: 

− To introduce an extended text attack NLP scheme to analyze its performance in classifying adversarial 

outcomes. 

− To analyze various natural language models like BERT, ROBERTa, and XlNet in classifying adversarial 

text based on textual output. 

− To validate the existing BERT, ROBERTa, and XLNet-based NLP models by assessing different 

performance measures like accuracy, Kappa coefficient (KC), positive predictive value (PPV), and  

F-measure metrics. 

The upcoming sections are organized as follows: section 2 outlays the section about related work, 

section 3 deliberates over the suggested methodology, section 4 presents the results and discussion, and 

section 5 represents the conclusion of the proposed framework. 

 

 

2. LITERATURE SURVEY 

Seyyar et al. [10] defined the BERT model for classifying text attacks to assist various text-related 

applications. In this study, HTTP requests were considered to detect genuine and malicious texts effectively. 

Moreover, six fully connected (FC) layers of multilayer perceptron (MLP) were utilized to classify the 

adversarial texts. In the experimental part, accuracy and F-measure were analyzed and distinguished from 

other studies. However, the long-term dependency problems were unsolved for larger documents. 

Liu et al. [11], put forth a secure text similarity protocol for malicious text classification attacks in 

the DL model. Here, the elliptic-curve cryptography (ECC) technique was introduced to enhance the model 

execution efficiency. Then, the malicious behavior of the semi-honest protocol was examined and combined 

with zero-knowledge-proof and cut-choose schemes. In the experimental part, accuracy and execution time 

were analyzed and distinguished from other studies. However, this method was highly sensitive to word 

length and increased error during the training process. 

Zhang et al. [12], established the DL-based adversarial text classification technique using a virtual 

training process. For word embedding, bag-of-words (BoW) was utilized, performing vectorization over each 

database. The Elec, IMDB, and Rotten-based third benchmark datasets were used for the training process. In 

the experimental part, accuracy, and loss were analyzed and distinguished from other studies. However, this 

method causes high black-box issues and lacks its interpretability over unstructured text data. 

Bajaj and Vishwakarma [13], a hostile attack protocol for outputting text vulnerabilities over DL-

based sentiment classifiers. Various popular NLP-based DL models like convolutional neural network (CNN) 

and long short-term memory (LSTM) along with five different transformer methods were utilized. Moreover, 

the MR and IMDB-based two benchmark datasets were used for the training process. In the experimental 

part, accuracy, sensitivity, and run-time were analyzed and distinguished from other studies. However, recent 

NLP models like ROBERTa and XLNet failed to consider for classifying adversarial texts. 

Bao et al. [14], introduced a score level network for detecting hostile texts accurately. Here, the 

class-aware score network (CASN) model was emphasized to identify the text over adversarial training. 

Moreover, the cosine similarity was performed to denoise the unwanted text data. The SST-1, SST-2, IMDB, 

and AGNEWS-based four benchmark datasets were used for the training process. In the experimental part, 
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area under the receiver operating characteristic curve (AUROC), and F-measue were analyzed and distinguished 

from other studies. However, the time complexity was highly likely to cause high overfitting issues. 

Meanwhile, deep neural networks (DNNs)-based text classification is becoming increasingly 

significant in today’s information analysis and comprehension. For example, sentiment analysis of user 

reviews and comments is a key component of many online recommendation systems [15]. These kinds of 

algorithms would often divide the reviews and comments into two or three groups, then rank the movies or 

products based on the results. Text classification plays a crucial role in improving the safety of online 

discussion spaces. For example, it can be used to automatically identify online toxic content [16], which 

includes insults, sarcasm, abuse, harassment, and irony. Numerous research works have examined the 

security of existing machine learning models and have put forth several attack techniques, such as 

exploratory and causal attacks [17]–[19]. Exploratory attacks create hostile testing cases (adversarial 

examples) in order to elude a particular classifier, while causative attacks try to modify the training data in 

order to trick the classifier itself. Numerous methods have been put forth to produce robust classifiers in 

order to fend off these attacks [20], [21]. Adversarial assaults have demonstrated a high attack success rate in 

image classification tasks recently [22], which has put many intelligent devices such as self-driving cars in 

grave danger [23], [24]. 

Research gaps in TextBugger: an extended adversarial text attack on NLP-based text classification 

models present several opportunities for exploration. One key area is the robustness of models against more 

sophisticated adversarial attacks. TextBugger has demonstrated vulnerabilities in text classification models, 

but further research is needed to explore more complex and context-aware perturbations. Such advanced 

attacks could exploit deeper linguistic features, requiring models to be equipped with stronger defenses 

capable of recognizing subtle changes in adversarial inputs. 

Another significant research gap lies in developing defense mechanisms specifically tailored to 

textual data. While TextBugger exposes weaknesses in existing NLP models, the study of effective defense 

strategies remains underdeveloped. Techniques like adversarial training, noise-injection, and certified 

robustness have been explored in vision models but need further refinement and testing in the NLP domain, 

particularly in handling diverse text structures and meanings. 

The cross-lingual and multi-task vulnerabilities of NLP models under adversarial attacks also 

warrant further investigation. TextBugger primarily focuses on English text, leaving open questions about 

how adversarial attacks impact models that operate in multiple languages or perform various tasks like 

sentiment analysis and named entity recognition. Research in this area can provide insights into the 

generalization and transferability of adversarial vulnerabilities across linguistic boundaries. 

Another gap relates to the transferability of adversarial examples. While TextBugger showcases 

vulnerabilities in specific models, it remains unclear how transferable these adversarial attacks are across 

different architectures, particularly in modern transformer-based models like BERT and GPT. Exploring the 

cross-model transferability of adversarial attacks can help understand how to build more robust architectures 

that can defend against a wider array of threats. 

Furthermore, human perceptibility and semantic preservation is another important area for future 

research. Although TextBugger aims to create adversarial examples that remain imperceptible to humans, the 

extent to which these attacks preserve the original meaning and coherence of the text requires further 

evaluation. Studies are needed to assess the balance between attack success and the preservation of 

semantics, especially for more complex NLP tasks where maintaining meaning is crucial. 

The real-world applicability of TextBugger-style attacks also requires further research. Evaluating 

how adversarial text manipulations impact real-time applications, such as spam detection, fake news 

moderation, and content filtering systems, is essential. Understanding the behavior of these attacks in 

practical settings, especially those with human-in-the-loop systems or multiple layers of filtering, can shed 

light on potential defense mechanisms and system vulnerabilities. 

Moreover, adversarial attacks on transformer-based models remain relatively unexplored. 

TextBugger’s analysis focuses primarily on traditional NLP models, but with the increasing adoption of 

transformers, there is a pressing need to understand how resilient these newer models are to adversarial 

attacks. Research into extending TextBugger’s methodology to transformer-based architectures like BERT, 

GPT, and T5 will provide insights into the robustness of state-of-the-art models. 

Lastly, there is a gap in understanding attack generalization across various NLP tasks beyond text 

classification. The versatility of adversarial attacks, such as TextBugger, in other domains like machine 

translation, text summarization, or question-answering systems remains largely unexplored. Investigating 

how these attacks generalize to more complex and diverse NLP tasks will help identify more comprehensive 

defense strategies. By addressing these research gaps, advancements can be made in building more secure 

and resilient NLP models, which are crucial for the reliable deployment of AI-driven systems in real-world 

applications. 
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Problem statement: From the deep analysis of the conventional studies, it is noted that the 

vulnerability of these models has failed to mitigate in terms of harmful hostile attacks. The minor changes in 

input texts can lead to inaccurate classifications. These adversarial attacks weaken the model and cause 

serious consequences like the transmission of manipulated data or vulnerability to automated techniques. 

Recently, several challenges have been faced to identify effective techniques that can accurately secure text 

attacks and enhance the reliability of the text classification process. Nowadays, NLP models are playing an 

integral role in several text-related applications that maintain their popularity even though larger samples are 

processed. Hence, this article investigated various NLP models in text classification attacks over original 

examples. 

 

 

3. PROPOSED METHOD 

The proposed article introduced an extended text adversarial generation method, TextBugger. 

Initially, preprocessing steps such as keyword selection (KS) are performed to remove noises from the text 

data. Then, various NLP models like BERT, ROBERTa, and XLNet models are analyzed for outputting 

hostile texts. Figure 1 indicates the workflow of the developed framework. 

 

 

 
 

Figure 1. Workflow of the developed framework 

 

 

3.1.  Preprocessing stage 

Initially, the raw text data collected from public sources are preprocessed by performing the 

Tokenization process. The detailed analysis of each stage is depicted below. 

 

3.1.1. Keyword selection 

It is the process of separating the textual data into minute units (keywords) that can easily recognize 

the text attacks accurately. An example of the KS process is conquered below in Table 1. 

 

 

Table 1. A few examples of the KS process 
Input KS process 

On a mission to find some zebra cakes On a mission, mission to find, to find, some zebra, zebra cakes 

This bitch had horseradish ponytail today she. dyed her 

bald head ass hair red and put that bitch in a ponytail smh 

This bitch had, had horseradish ponytail, pony tail she. dyed her, 

bald head ass hair red, and put that, bitch in a ponytail smh 

 

 

3.2.  Text classification attacks on different NLP models 

The selected keywords are then fed into the different NLP models like BERT, ROBERTa, and 

XLNet models to analyze their performance on the text classification attack process. The detailed analysis of 

the different NLP models is depicted below. 
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3.2.1. BERT-based NLP model 

In the BERT technique, the synonyms of the word in a given sentence are manipulated based on 

other words adjacent to it. The BERT model provides all the input in a single duration to solve the long-term 

dependencies between words and it is of two types: BERT base and BERT large model. In the BERT base 

technique, a total of twelve transformer encoders are present for the training process. In the BERT large 

technique, a total of twenty-four transformer encoders are present. Here, the tuning process is very easy and 

provides outstanding classification performance. The following steps are performed in the BERT-based NLP 

model for the text classification attack process: 

− Separate the collected text data based on training and testing sets using the train-test split process. 

− Transform the training set based on corresponding Python tensors for the NLP technique. 

− Determine the batch size to generate tensors repeatedly to enhance the BERT technique. 

− Train the BERT using the network parameters and analyze the success rate performance. The outcome of 

BERT-NLP model is depicted in Table 2. Figure 2 indicates the architecture of BERT model. 
 

 

Table 2. Adversarial text outcome from the BERT-NLP model 
Original input Adversarial outcome 

Modern day singers talk about the same shit 
rappers talk about lol....hoes 

Modern day singers talk about the same sit rappers talk 
about lol....hKes 

You had to throw in the faggot word smh smh smh You had to toss in tte faoggt wod snh snh snh 

 

 

 
 

Figure 2. Architecture of BERT model 

 

 

3.2.2. ROBERTa-based NLP model 

The ROBERTa technique is the improved version of the BERT scheme and aids in solving long-

term dependency problems during the training process. As like BERT model, the ROBERTa model also uses 

the transformers thta consist of three elements: heads, transformers, and tokenizer. The transformers convert 

the sparse data into contextual embedding’s for depth-level training. The head covers the transformer that 

assists the contextual embedding for upcoming training process. The tokenizer assists in altering original text 

into index sparse encodings. The ROBERTa uses the byte-pair character-level encodings capable of training 

larger text data over 50,000 subset units. Apart from this, the ROBERTa model fine-tunes more effectively 

compared to BERT models. The following steps are performed in the ROBERTa-based NLP model for the 

text classification attack process: 

− Initially, the actual text data is tokenized into sub-words so the word embedding are encoded easily.  

A specialized token such as <s> and </s> to represent the starting and ending word sequence. Moreover, 

<pad> token assisting text padding to increase the length of word vector. 

− For text learning, the words are converted into useful numerical interpretation. The tokenizer encodes the 

actual text into an attention mask (deliberates the presents and absence of tokens for the training process) 

and text IDs (contains token index and token numerical interpretation). 

− The text IDs and attention masks are then fed into the ROBERTa scheme that consist of 12 base layers, 

more than 120 million parameters and 768 hidden vectors that creates useful word embedding as the 

feature engineering. The outcome of ROBERTa-NLP model is depicted in Table 3. 
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Table 3. Adversarial text outcome from the ROBERT-NLP model 
Original input Adversarial outcome 

Modern day singers talk about the same shit 
rappers talk about lol....hoes 

Modern day singers talk about the same siht 
rappers talk about lol....hookers 

Wtf was drake asking us to pull over so he 

can get my autograph bitch 

Wtf was drake asking us to pull over so he can 

get my autograph bithc 

 

 

3.2.3. XLNet-based NLP model 

The XLNet utilizes the property of permutation language model (PLM) to integrate the pros of 

autoregressive (AR), and autoencoder (AE). The AR model acts as a decoder of transformer and process the 

present data to classify the corresponding outcome. In the AE technique, BERT model is utilized where the 

particular words of the input text are masked and the outcome is retained. The tokens are arranged 

dynamically in PLM in a sentence format and utilize AE to detect final few tokens. While detecting the 

token, dual token information is utilized and understand the dependency among the tokens. 

Moreover, XLNet implements the recursive mechanism and authorized position encoding in the 

transformer. XLNet store the hidden unit sequence during every permutation and the authorized position 

encoding is balanced between various permutations. Due to the use of transformers, it can enhance the 

extracted features by utilizing the pros of NLP over larger texts. Because of the aforementioned property of 

XLNet, it can completely indicate every token based on semantic representationin Table 4. 

 

 

Table 4. Adversarial text outcome from the XLNet-NLP model 
Original input Adversarial outcome 

Modern day singers talk about the same 
shit rappers talk about lol....hoes 

Modern day singers talk about the same poop 
rappers talk about lol....ducklings 

Wtf was drake asking us to pull over so he 

can get my autograph bitch 

Wtf was drake asking us to pull over so he can 

egt my autograph bicth 

 

 

4. RESULTS AND DISCUSSIONS 

The developed method is processed and analyzed via the Python platform. For the simulation 

process, a text classification attack benchmark database (TCAB) [25] is utilized which consists of different 

adversarial attacks on traditional text classification models trained on various sentiments and abusive domain 

contents. In the training part, 552,364 samples are considered clean, and the remaining as unperturbed data. 

For the testing process, 178,607 samples are considered clean, and the remaining as unperturbed texts. 

Various performance analyses like accuracy, KC, F-measure, and PPV are computed and compared with 

different NLP models. 

 

4.1.  Assessment metrics 

𝑆𝑢𝑐𝑐𝑒𝑠𝑠_𝑟𝑎𝑡𝑒 =
𝑤+𝑥

𝑤+𝑥+𝑦+𝑧
 (1) 

 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 × (
𝑃𝑟 𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒 𝑐𝑎𝑙𝑙

𝑃𝑟 𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒 𝑐𝑎𝑙𝑙
) (2) 

 

𝐾𝑎𝑝𝑝𝑎𝑐𝑜𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 =
2×(𝑥×𝑤−𝑦×𝑧)

(𝑥+𝑧)(𝑧+𝑤)+(𝑥+𝑦)(𝑦+𝑤)
 (3) 

 

𝑃𝑃𝑉(%) =
𝑥

𝑥+𝑧
 (4) 

 

Here, 𝑤, 𝑥, 𝑦, 𝑧 indicates the true negative (TN), true positive (TP), false negative (FN), and false positive 

(FP) respectively. 

 

4.2.  Comparative analysis of developed method over conventional techniques 

In this section, the outcomes achieved by various NLP models in producing hostile texts are 

analyzed by assessing success rate, F-measure, KC, time consumption, and PPV metrics. The detailed 

analysis of the obtained outcomes is conquered below. Figure 3 depicts the overall accuracy and loss analysis 

of the NLP models. The NLP models like BERT, ROBERTa, and XLNet models are trained and tested for 

classifying hostile attacks on input texts. From the graphical interpretation, it is noted that the NLP models 

outperform well by minimizing losses during the training, and testing process. Table 5 tabulates the 
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comparative analysis of different NLP models. While analyzing the performance of different NLP models, 

ROBERTa model outperforms better in terms of success rate, and time consumption. 

 

 

 
 

Figure 3. Overall accuracy and loss analysis 

 

 

Table 5. Comparative analysis of different NLP models 
Methods Success rate (%) F-measure (%) KC (%) PPV (%) Time consumption (s) 

ROBERTa 99.7 99.65 98.90 99.68 106.28 

BERT 98.6 98.59 97.87 98.6 2184.08 
XLNet 96.8 96.66 95.45 95.92 7691.018 

 

 

4.3.  Practical impacts of TextBugger 

An extended adversarial text attack on NLP-based text classification models are substantial and 

multifaceted. Firstly, TextBugger highlights the vulnerabilities of NLP models to adversarial attacks, 

significantly raising awareness about the need for enhanced security measures. This newfound awareness 

drives researchers and practitioners to address these weaknesses and develop more robust models that can 

resist such manipulative inputs. TextBugger also presents challenges related to maintaining semantic 

integrity in the face of adversarial examples. The attack’s ability to generate text modifications that remain 

semantically similar to the original content highlights the need for methods that can detect and mitigate such 

subtle manipulations without compromising the model’s performance or understanding. 

Finally, the exploration of adversarial text attacks by TextBugger may drive cross-disciplinary 

research efforts. By integrating insights from NLP, cybersecurity, and artificial intelligence, it fosters a 

comprehensive approach to developing solutions that enhance the overall security framework for text 

classification systems. This interdisciplinary collaboration can lead to more effective and resilient security 

measures in NLP applications. Overall, TextBugger’s practical impacts are significant, leading to improved 

model security, refined evaluation metrics, better model design, and enhanced defenses in real-world 

applications. Its findings drive advancements in creating robust and secure NLP systems, addressing key 

challenges and fostering cross-disciplinary research. 

 

 

5. CONCLUSION 

The developed method investigated various existing NLP models to classify adversarial texts on 

original examples. Common textBuggers like BERT, ROBERTa, and XLNet models are analyzed by 

inputting actual texts for the training process. The extensive simulation is carried out in the publicly available 

TCAB dataset to analyze these models. The outcomes of this simulation proved that the ROBERTa-based 

textbugger model is highly effective and fast. To prove the robustness of developed scheme, other existing 

approaches are also experimented with in terms of success rate, time consumption, PPV, F-measure, and KC. 

The simulation process is carried out in the Python platform and the overall success rate achieved by BERT, 

ROBERTa, and XLNet is about 98.6%, 99.7%, and 96.8% respectively. However, the developed scheme 

failed to consider other DL models like Bi-LSTM, CNN, and LSTM models to classify adversarial texts 

based on input texts. In future studies, other DL models are also considered and their performance will be 

analyzed by inputting various text examples. An extended adversarial text attack on NLP-based text 



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 38, No. 3, June 2025: 1735-1744 

1742 

classification models should focus on several key areas. Advancing attack strategies to exploit deeper NLP 

model features, developing more effective and tailored defense mechanisms, and understanding the impact of 

adversarial attacks on cross-lingual and multi-task models are crucial. Research should also explore the 

transferability of adversarial examples across different architectures, examine how these attacks affect text 

readability and semantic integrity, and assess their real-world applicability in systems like automated content 

moderation and sentiment analysis. 
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