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 Convolutional neural networks (CNN) are widely used by researchers due to 
their extensive advantages over various applications. However, images are 

highly susceptible to malicious attacks using perturbations that are 

unrecognized even under human intervention. This causes significant 

security perils and challenges to CNN-related applications. In this article, an 
efficient adversarial training model against malevolent attacks is 

demonstrated. This model is highly robust to black-box malicious examples, 

it is processed with different malicious samples. Initially, malicious training 

models like fast gradient descent (FGS), recursive-FGSM (I-FGS), Deep-
Fool, and Carlini and Wagner (CW) techniques are utilized that generate 

adversarial input by means of the CNN acknowledged to the attacker. In the 

experimentation process, the MNIST dataset comprising 60K and 10K 

training and testing grey-scale images are utilized. In the experimental 
section, the adversarial training model reduces the attack accuracy rate 

(ASR) by an average of 29.2% for different malicious inputs, when 

preserving the accuracy of 98.9% concerning actual images in the MNIST 

database. The simulation outcomes show the preeminence of the model 
against adversarial attacks. 
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1. INTRODUCTION 

Nowadays, pattern identification and visualization associated with computer science havegained 

much attention from researchers. Specifically, the convolutional neural network (CNN) obtains better 

performance in various applications like medical diagnosis, voice identification, and image processing [1]. 

Nevertheless, these models suffer from increased adversarial vulnerabilities. The security issues are divided 

into two groups namely probing attack and causal attack. The causal attacks diminish the performance of the 

CNN model by purposefully integrating adversarial samples at the training stage during the learning process [2]. 

Some of the common causal attacks are poisoning and backdoor attacks that are manipulated to create a 

particular effect. The probing attack is one of the evasive attacks that modifies the test data that are already 

been trained. This type of attack is realistic since there is no definition of the learning data that are being 

accessed [3]. The adversarial attack is one important example of a probing attack that integrates some noises 

into the actual data that can be easily identified by humans but by the recent deep learning (DL) models. 

https://creativecommons.org/licenses/by-sa/4.0/


                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 36, No. 3, December 2024: 1769-1777 

1770 

In such cases, it could cause errors when they are used in real-time applications like medical 

imaging, autonomous vehicles, and business applications due to unpredictable outcomes. Several existing 

studies have been utilized as a defensive method against malevolent attacks and they are of two types. One of 

these is data manipulation and the other is making DL models more robust over other techniques [4]. The 

data manipulation process minimizes the attack level with the use of noise from malicious instances by 

filtering or resizing the data. In contradiction to this, the models of making CNN networks more reliable by 

utilizing the distillation method, and malicious training process. The distillation approach utilized dual 

network models to resist the creation of adversarial instances. However, adversarial training schemes are 

more flexible by jointly scrutinizing the CNN model on malicious samples that are obtained from the 

traditional DL models [5]. From these, the adversarial training schemes are simpler and more robust 

compared to conventional studies. Based on traditional techniques, the malicious scrutinization is calibrated 

to maintain robust than other manual techniques in terms of hands-on defensive mechanisms.  

But the conventional malicious scrutinizing model trains the final model with adversarial instances 

obtained using single attack models [6]. When the final model is scrutinized with adversarial instances that 

are obtained from several attacks rather than focusing on a single attack, will be more effective against 

vulnerable malicious attacks. Developing robust malicious perturbations under varying environments with 

different learning levels on the CNN model has been deliberated in various frameworks [7], [8]. In the same 

way, the design of a defensive mechanism for increasing the reliability of CNN contrary to malevolent 

perturbation has undergone two major processes: attack recognition, and attack retrieval methods. The 

developed study aims to classify the images as normal or malicious by training process and dropout units.  

Motivation: the presence of advanced DL models has contemplated the performance above the 

human intervention level based on image processing tasks. Despite the several models, CNNs are highly 

subjected to adversarial attacks by injecting perturbation into the actual image. This perturbation is unknown 

to human perception and distracts the models from providing better performance. Nowadays, adversarial 

training schemes are playing an integral role in learning vulnerable attacks using practical defensive 

mechanisms. However, traditional adversarial scrutinizing techniques are much more effective as they can 

train inputs with single attacks. These kinds of major cons, motivate us to develop a robust DL-based 

adversarial scrutinizing model to define various malicious attacks accurately. The key contributions of the 

adversarial training method are conquered below: 

 To introduce a diverse adversarial training model in the CNN for generating malicious samples from the 

actual input.  

 To present several adversarial training models like fast gradient descent (FGS), iterative-FGSM  

(I-FGS), Deep-Fool, and Carlini and Wagner (CW) for creating malicious examples in the CNNs.  

 To validate diverse adversarial training models by assessing different measures like accuracy, and 

attack accuracy rate by comparing them with conventional techniques.  

The upcoming sections are organized as depicted below: section 2 outlays the section about related work, 

section 3 deliberates over the suggested approach, section 4 presents the results and discussion, and section 5 

represents the conclusion of the developed framework. 

 

 

2. RELATED WORKS 

Mani et al. [9], put forth DL-based models for defending adversarial scrutiny over malicious attacks. 

Here, the ResNet-based image classification technique was demonstrated and investigated to defend against 

the GSM adversarial model. For the simulation process, the CIFAR-10 database was utilized in this study. In 

the resultant part, accuracy was analyzed and distinguished from other studies. However, this method was 

highly sensitive when scrutinizing with noisy perturbed data and increased the error during the testing 

process.  

Lal et al. [10], defined the DL-based defensive adversarial training model for detecting diabetic 

retinopathy. Here, the defensive method against speckle noise attacks, malicious training, and feature fusion 

mechanism were analyzed to secure the retinopathy images effectively. Some of the feature extraction 

techniques like local binary pattern (LBP) and histogram of oriented gradients (HOG) were considered. 

Moreover, segmentation-based adversarial scrutinizing methods were also investigated. The perturbed data 

was generated via adversarial models like FGSM, and deep fools were trained on the actual images to obtain 

malicious instances. In the resultant part, accuracy was analyzed and distinguished from other studies. 

However, this method faces high black-box issues and reduces the interpretability of the outcome images.  

Pal et al. [11] established the malicious defensive mechanism using the integrated model on voice 

samples. Here, the cross-entropy, feature scattering, and marginal losses were jointly used to investigate 

perturbed samples. Moreover, the deep neural network (DNN) model was utilized to identify the attack that 

occurred on adversarial training models. The simulation process was demonstrated on the Librispeech dataset 
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and accuracy-based computational performance was analyzed. Moreover, CW attacks and projected GSM 

attacks were also considered. However, this method was highly cost-effective and required a more reliable 

training process for identifying other harmful attacks.  

Hashemi, and Mozaffari [12] introduced a CNN-based DL model for training the perturbed data 

using actual inputs. Here, the CNN with variational autoencoder (AE) model was used as the target that was 

known to the attacker. Various attacks on gradient-based techniques, distance function optimizer (DFO), 

transformative models (TM), and preprocessing techniques were investigated. Moreover, uniform noises, 

salt-pepper noises, gaussian noises, and Poisson noises were also considered for the attack classification 

process. In the resultant part, accuracy and receiver-operating characteristic curve (ROC) were analyzed and 

distinguished from other studies. However, harmful CW attacks failed to consider that causes high 

perturbation that was unknown to the human intervention.  

Shen, and Robertson [13] presented a DNN-based network model for training adversarial instances 

over original inputs. Here, various kinds of malicious training attacks like FGSM, I_FGSM, R_FGSM, and 

PGD were considered for the training on the DNN model. For the simulation process, the publicly available 

MNIST, and GTSRB databases were utilized in this study. In the resultant part, success rate, and transfer rate 

were investigated and distinguished from other studies. But, this model was operative only when processing 

single attacks like FGSM during the training process.  

The degree of access that the “attacker” has to information allows us to classify adversarial assaults. 

While an attacker in a white-box scenario can see and change the target model's parameters directly [14]-[16],  

a black-box scenario prevents them from doing so. Thus, in many practical cases, black-box assaults are 

preferable. Adversarial assaults would render CNNs useless and maybe mislead human doctors. 

Significantly, this flaw not only creates serious security concerns, but it also hinders the practical use of 

automated CNN-based systems, which is particularly problematic in the healthcare industry where precise 

diagnostic findings are critical for patient treatment [17], [18]. Although there is some written material on 

adversarial machine learning, the vast majority of it deals with real-world photographs [19]. Only a small 

number of studies have examined medical pictures in depth; nevertheless, those that have done so have 

shown that medical DL systems are vulnerable to adversarial assaults using either generic or image-specific 

methods [20], [21]. A large body of prior research links the high dimensionality of training data often 

comprising images with hundreds or even tens of thousands of pixels to the vulnerability to adversarial 

attacks [22], [23]. Table 1 provides the several potential research gaps and areas for further exploration. 

 

 

Table 1. Potential research gaps and areas for further exploration 
Area Research gap Opportunity 

Robustness across 

diverse datasets 

Current research may focus on specific datasets, 

lacking a comprehensive evaluation across 

diverse and real-world datasets. 

Explore the robustness of the proposed CNN across 

various datasets, including those from different domains 

such as healthcare, finance, and autonomous driving, to 

ensure its effectiveness in diverse scenarios. 

Efficiency and 

scalability 

While the model is termed “efficient,” detailed 

analysis of its computational efficiency, 

scalability, and performance on large-scale 

datasets may be limited. 

Conduct thorough evaluations of the model’s 

computational requirements and scalability. Explore 

optimizations like model compression, pruning, and 

quantization to improve efficiency without sacrificing 

robustness. 

Generalization to 

new attack types 

Adversarial training methods might be tailored 

to specific types of adversarial attacks, 

potentially limiting their effectiveness against 

new or unseen attack strategies. 

Develop adaptive adversarial training techniques that can 

generalize to a wide range of attack types, including 

novel and sophisticated attacks. Investigate the use of 

meta-learning and transfer learning to enhance 

generalization. 

Explainability and 

interpretability 

The interpretability of CNNs, especially when 

adversarial training is involved, remains a 

significant challenge. Understanding how and 

why the model resists adversarial attacks is 

crucial for trust and deployment. 

Implement techniques to improve the interpretability and 

explainability of the adversarially trained CNN. Use 

visualization methods and model-agnostic explainability 

techniques to provide insights into the model’s decision-

making process. 

Real-time 

application and 

deployment 

Research may lack a focus on the practical 

deployment of adversarially trained CNNs in 

real-time systems where latency and resource 

constraints are critical. 

Investigate the deployment challenges of adversarially 

trained models in real-time applications. Explore 

hardware accelerations, edge computing, and real-time 

inference optimizations to facilitate the practical use of 

these models in real-world environments. 

 

 

2.1.  Problem statement 

It is encompassed that various issues have been observed like high time complexity, poor training, 

and focus mainly on a single vulnerable attack. Nowadays, DL models are highly effective in classifying 

adversarial attacks caused by different attack strategies. The DL models like CNN, DNN, and recurrent 
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neural network (RNN) models are considered as the alternative solution that provides fascinating 

performance over antagonistic attacks. Hence, this study introduced the known CNN model to classify 

multiple adversarial training attacks using malicious inputs. To our knowledge, the developed method 

outperforms a better performance by solving various issues caused by conventional schemes.  

 

 

3. DEVELOPED METHOD 

In this article, an efficient adversarial training model against malevolent attacks is demonstrated. 

This model is highly robust to black-box malicious examples, it is processed with different malicious 

samples. Initially, malicious training models like FGS, I-FGS, Deep-Fool, and CW techniques are utilized 

that generate adversarial input using the CNN model known to the attacker. 

 

3.1.  Adversarial training method  

The considered adversarial scrutinized scheme has two phases: the creation of malicious cases, and 

how the schemeacquires these inputs. Initially, it produces several malevolent inputs and includes them as 

supplementary data to the CNN approach for enhancing the robustness against malicious attacks. The 

adversarial training models generate several adversarial instances via FGSM, R-FGSM, Deep-Fool, and CW 

techniques employing the CNN that is acknowledged to the assaulter. Based on this procedure, the reliability 

of the final approach over malicious occurrences can be enhanced.  

The maneuver function of the CNN 𝑋𝑙is represented as, 𝐹𝑙(𝑢)and it is processed with the actual 

training database. Assume the CNN model 𝑋𝑙, the actual training data 𝑢 ∈ 𝑈, with its equivalent classes 𝑣 ∈
𝑉, and final classes 𝑣′ ∈ 𝑉, then the optimization issues are tackled by generating adversarial instances 𝑢′can 

be mathematically as (1).  

 

𝑢′: 𝑎𝑟𝑔𝑚𝑖𝑛
𝑢′

𝑙(𝑢, 𝑢′)𝑠. 𝑡. 𝑓𝑙(𝑢
′) = 𝑣′ (1) 

 

Here, 𝑙(𝑢, 𝑢′) defines the distance between the actual instances 𝑢and perturbated instances 𝑢′, 𝑎𝑟𝑔𝑚𝑖𝑛
𝑢

𝑓𝑙(𝑢) 

represents that 𝑓(𝑢)converts to minimal based on the value of 𝑢. 𝑓𝑙(𝑢
′)indicates the CNN model that 

identifies the input value. For creating these 𝑢′, every adversarial instance is defined using FGSM, I-FGSM, 

Deep-Fool, and CW schemes.  

 

3.1.1. FGSM scheme 

This method can generate 𝑢′by utilizing 𝑋∞and it can be mathematically formulated as (2).  

 

𝑢′ = 𝑢 + 𝛽 × 𝑠𝑖𝑔𝑛 (𝛥𝑙𝑜𝑠𝑠𝑓,𝑘(𝑢)) (2) 

 

Here, 𝑓and 𝑘 represents the obtained class and method process function respectively. Using the normal instance 

𝑢, the gradient descent is improved by 𝛽 parameter. While 𝑢′is generated by optimizers. This process is simple 

and provides better performance. Figure 1 illustrates the workflow of the adversarial scrutinizing model. 
 

 

 
 

Figure 1. Workflow of the adversarial scrutinizing model 
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3.1.2. I_FGSM scheme 

This model is the extension of the FGSM technique. Here, a smaller amount 𝜆is eventually changed 

and clipped instead of changing𝛽in each step. It can be mathematically interpreted as (3). 

 

𝑢𝑎
′ = 𝑢𝑎−1

′ − 𝑐𝑙𝑖𝑝𝛽 (𝜆 × 𝑠𝑖𝑔𝑛 (𝛥𝑙𝑜𝑠𝑠𝑓,𝑘(𝑢))) (3) 

 

During each iteration, the I_FGSM generates an adversarial instance on a CNN model. When compared with 

FGSM, the I_FGSM technique has better prevention performance based on white-box attacks.  

 

3.1.3. Deep-fool scheme 

This approach generates an antagonistic instance with minimal falsification from the actual 

illustration. It creates 𝑢′via the linear approximation and due to the nonlinear DL models, this technique is 

more complex than FGSM.  

 

3.1.4. Deep-fool scheme 

This model is the Carlini attack that creates 100% adversarial examples by using various objective 

functions. It can be expressed as given (4). 

 

𝐷(𝑢, 𝑢′) + 𝑝 × 𝑓(𝑢′) (4) 
 

This model evaluates the corresponding binary 𝑝 value to define a greater accuracy rate on attack 

instance. Moreover, it regulates the bout accuracy rate at the cost of increased falsification by fine-tuning 

self-assurance rate as depicted (5). 

 

𝑓(𝑢′) = 𝑚𝑎𝑥[{𝑌𝑓(𝑢
′)𝑎: 𝑎 ≠ 𝑐] − {𝑌𝑓(𝑢

′)𝑐 (5) 
 

Here, 𝑐 indicates the actual class, and {𝑌𝑓(. ) manipulates the preliminary SoftMax classification vector 

outcome. The adversarial instances obtained by every model are combined at the training set to further train 

the CNN model 𝑁𝑇. The process that takes place in the CNN model 𝑁𝑇 is represented as, 𝑓𝑘(𝑢). The CNN 

model 𝑁𝑇 is initially trained with the actual training database. Assume the adversarial instance 𝑢′ ∈ 𝑈, the 

actual class 𝑐 ∈ 𝐶and the CNN classes 𝑐′ ∈ 𝐶 with their particular label as the actual class 𝑐are formulated as 

given (6). 
 

𝑓𝑘(𝑢
′) = 𝑐 (6) 

 

Using this procedure, the CNN is accomplished with different antagonisticcases and finally, the reliability 

contrary to unwanted antagonistic instances is enhanced. Algorithm 1 indicates the antagonistic training 

progression. 
 

Algorithm 1. Pseudocode for adversarial training method 
Start:  

Initialize various parameters like Actual training dataset 𝑢′ ∈ 𝑈, Actual class 𝑣 ∈ 𝑉, 
validation data𝑘, CNN model𝑁𝑙, malicious training models like fast gradient descent (FGS), 

recursive-FGSM (I-FGS), Deep-Fool, and Carlini-Wagner (CW) technique.  

Adversarial training models: (𝑁𝑙,𝑢, FGS, I_FGS, Deep-fool, CW) 
𝑢′ ←Creation of adversarial cases (𝑁𝑙,𝑢, FGS) 

𝑢′ ←Creation of adversarial cases (𝑁𝑙,𝑢, FGS) 

𝑢′ ←Creation of adversarial cases (𝑁𝑙,𝑢, FGS) 
𝑢′ ←Creation of adversarial cases (𝑁𝑙,𝑢, FGS) 
Scrutinize the final model 𝑁𝑇 ← (𝑈,𝑉) + (𝑢′, 𝑣) 
Store the accuracy of the final CNN model 𝑁𝑇(𝑘) 
Return 𝑁𝑇 

Stop 
 

 

4. RESULTS AND DISCUSSION 

The developed method is processed and simulated by the MNIST [24] based handwritten 

representative database is utilized in this study. It consists of numerical digits that vary from 0 to 9 in the 

form of greyscale images. Here, a total of 60K training and 10K testing images are present. The images 

present in the database are in the size 28×28. Some existing models: without a baseline, and with baseline 

methods [25] are compared with the developed adversarial training model to prove its efficiency.  
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4.1.  Assessment metrics 

Attack success rate measures how effective an adversarial attack is in fooling a model by 

quantifying the proportion of successful attacks. Number of successful attacks represents how many 

adversarial attacks were able to fool the machine learning model, causing it to misclassify or behave 

unexpectedly. Accuracy is used to evaluate the overall performance of a classification model by determining 

the proportion of correctly classified instances (both positive and negative) out of the total number of 

instances. 

 

𝐴𝑡𝑡𝑎𝑐𝑘𝑠𝑢𝑐𝑐𝑒𝑠𝑠𝑟𝑎𝑡𝑒(%) = (
𝑁𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝑠𝑢𝑐𝑐𝑒𝑠𝑠𝑓𝑢𝑙𝑎𝑡𝑡𝑎𝑐𝑘𝑠

𝑇𝑜𝑡𝑎𝑙𝑎𝑡𝑡𝑎𝑐𝑘
) × 100 (7) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑤+𝑥

𝑤+𝑥+𝑦+𝑧
 (8) 

 

Here, 𝑤, 𝑥, 𝑦, and 𝑧 indicates the true negative (TN), true positive(TP), false negative (FN), and false 

positive (FP) respectively. 

 

4.2.  Simulation analysis of developed method over conventional schemes  

In this section, the performance achieved by the developed method is analyzed via graphical 

interpretation. Here, the attack success rate and accuracy are analyzed and compared with traditional 

malicious scrutinizing models. The detailed analysis of the obtained performance is depicted below. Figure 2 

illustrates the attack success rate analysis over generated adversarial instances with different techniques. 

 

 

 
 

Figure 2. Attack success rate (ASR) analysis over generated adversarial instances with different techniques 

 

 

While considering the without model as the final model does not perform any defensive mechanism 

over adversarial scrutinizing model. While considering the baseline model as a final model for training the 

adversarial samples, it can use only single type of attack model namely FGSM. While considering the 

developed training model as the final model, it can create various adversarial instances using FGS, I-FGS, 

Deep-Fool, and CW techniques. The attack success rate for the without method misclassified larger than 

89.88% of the malicious instances. Though, the developed model minimizes the ASR to 32.88% and the 

mean computation is investigated to improve more than 44.79% distinguished from the baseline model. 

Hence, it is clear that the CNN model (final model) is highly vigorous against malicious attacks. Figure 3 

depicts the accuracy analysis on testing with MNIST database. Even though, the additional adversarial 

instances are trained, the CNN model still remains the similar accuracy concerning the actual data. It is noted 

that the considered adversarial training scheme achieved almost similar performance when compared with 

the without model and baseline model during the testing process.  

 

4.3.  Outcome analysis 

In this section, the outcomes achieved by different techniques for the CNN constructed on the 

MNIST database are analyzed. Figure 4 shows the outcomes obtained from each instance. Figure 4(a) to 4(e) 

indicates the original image, FGSM, I-FGSM, Deep-fool, and CW methods respectively. It is noted that 

FGSM, I-FGSM, and Deep-fool shows greater distortions compared to the CW model. 
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Figure 3. Accuracy analysis on testing with MNIST database 
 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 

Figure 4. Outcomes obtained from each instance: (a) original image, (b) FGSM, (c) I-FGSM, (d) deep-fool, 

and (e) CW 
 
 

5. CONCLUSION 

The developed method demonstrated and investigated a robust adversarial training scheme for 

malicious classification attacks. In this study, the malicious instances are initially created using various 

approaches such asI-FGSM, Deep-Fool, FGSM, and CW and then train the CNN model making it more 

reliable against unknown malevolent attacks. Outcomes obtained by these models are distorted to various 

degrees. It is concluded that among I-FGSM, Deep-Fool, FGSM, and CW models, the CW technique creates 

adversarial instances with lesser distortion. Moreover, the Adam optimizer (AO) is utilized to minimize the 

network complexities by considering cross entropy as the objective function. The experiments are carried out 

in the Python platform using the publicly available MNIST database. In the experimental section, the 

adversarial training model reduces the ASR by an average of 27.19% for different malicious inputs, while 

preserving the accuracy of 98.89% concerning actual images in the MNIST database. The adversarial 

scrutinizing model is highly useful in autonomous vehicular applications, and medical applications. 

However, there are many other adversarial scrutinizing mechanisms and it is failed to consider in this study. 

In future studies, more adversarial scrutinizing mechanisms will be introduced by considering larger datasets, 

and their performance is analyzed.  
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