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 Based on the information technology service model, an on-demand services 
towards user becomes cost effective, which is provided with cloud 

computing. The network attack is detected with research community that 

pays huge interest. The novel proposed framework is intended with the 

combination of mitigation and detection of attack. While enormous traffic is 
obtainable, extract the relevant fields decide with Software-as-a-service 

(SaaS) provider. According to the network vulnerability and mitigation 

procedure, perform deep learning-based attack detection model. The golf 

optimization algorithm (GOA) done the selection of features followed by 
deep neural network (DNN) detect the attacks from the selected features. 

The correntropy variational features validates the level of risk and performs 

vulnerability assessment. Perform the process of bait-oriented mitigation 

during the phase of attack mitigation. The proposed approach demonstrates 
0.97kbps throughput with 0.2% packet loss ratio than traditional methods. 
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1. INTRODUCTION  

Through the web, consumers can link to and utilize applications that utilize the cloud thanks to 

Software-as-a-service (SaaS) [1]. Office supplies, organizing, and electronic communication are usual 

instances; it offers a whole package of applications that customers may obtain from an internet company on 

an hourly basis. Connectivity to computer systems, stored information, memory, and other capabilities is 

provided by a service; it enables businesses to buy assets as necessary, it is built on code that is freely 

available, referred to as open SaaS It is a software tool that runs on a website and is managed, endorsed, and 

managed by an internet service operator. Maintenance and new features are handled by the primary vendor, 

but the group of clients defines the development schedule for unified cloud-based software apps. 

Many enterprises think that an internal cloud [2], offers more security for the sensitive information 

they store. But in actuality, cloud services have always been safer since the majority are managed by 

trustworthy individuals who are aware of potential risks and know how to address them. The safeguarding of 

information held on online servers against loss, alteration, and exploitation is known as cloud security [3]. 

Barriers, reconnaissance, deception, encoding, and preventing accessible internet links are some techniques 

used to provide online safety. The best cloud vendors include a combination of verification methods, 

encoding, distrust architectural designs, login and access control, and ongoing recording and tracking,  
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in addition to secure-by-design facilities and multi-layer safety that are integrated into the software and its 

amenities.  

This indicates that all of it is kept in safe locations, usually facilities. Cloud computing [4] includes 

secure documents, directories, and information, which makes it quite difficult for hackers to gain entry. 

These elements guarantee that the online archive is reliable and a secure location in which to keep important 

files. Additionally, it enhances creativity, enabling businesses to launch more quickly. Improved speed and 

effectiveness, greater adaptability and dependability, and a reduction in computer maintenance are all 

provided by the cloud. The listed drawbacks of cloud computation, such as rising safety and confidentiality 

concerns, an increase in hacking and uncontrolled possession of private data, continuous interruptions, 

restricted choices for modification, and a shortage of adaptability, can affect enterprises. This work proposed 

a novel optimized deep neural network (DNN) for detecting and mitigating the vulnerability in SaaS 

provider. 

The remaining section of this research is arranged like; section 2 summarizes the literature reviews 

of existing works followed with the proposed framework is designed in section 3. After that, section 4 

investigates the experimental results and the paper is concluded on section 5. 

 

 

2. LITERATURE SURVEY 

An attack detection-mitigation system has been presented incorporated with a framework of 

coordinated information safety, making use of a safe SaaS architecture [5]. When a malicious cluster is 

identified by deep belief network (DBN), power is passed to a minimal luring strategy that consistently 

neutralizes the majority of threat routers instead of interfering with regularly scheduled transactions.  

The protocol loss percentage and bandwidth were used to analyse how well the suggested tasks performed in 

comparison to the standard approaches. The suggested solution performs more efficiently than the remaining 

standard approaches, according to the findings. Hence, it is insufficient to interact with variable information 

sets. 

ML modules enabling democratization and collaborating with commercial and academic groups to 

maximize the structure’s potential has been proposed [6]. Additionally, implementing decentralized and 

simultaneous instruction on various cluster configurations is being pursued as a means of improving 

performance. Enhancements to the retail sector are also anticipated, enabling sophisticated inquiries that 

make utilization of the component documentation to the fullest extent possible and advancing the content 

format. Therefore, it is inadequate to integrate storage in multiple locations. 

Oppositional crow search algorithm (OCSA) has been proposed to handle enormous volumes of 

knowledge to secure SaaS [7]. The primary goal is to implement a novel, safe SaaS infrastructure by 

detecting attacks during periods of high traffic. A standard database is used to compare the performance of 

the suggested and traditional methods. Furthermore, with an effectiveness measure of 3% across all criteria, 

the suggested project outperforms the current operations. However, the ability to manage enormous volumes 

of information is lacking. 

A hierarchical certificate-less aggregate signature to offer an internet-based SaaS verification 

mechanism that is flexible was presented [8]. Instead of confirming every client demand separately, the 

suggested remedy has the SC confirm the entire number of application instances to be issued from a 

consolidated connection demand. Under the dynamically selected signal threat, the suggested system remains 

reliable. The suggested approach effectively lowers the computational and interaction expenses associated 

with authenticating and validating cumulative connection requests, separately. Nevertheless, one particular 

point of lack arises during the client’s authentication process. 

A Lyapunov-based decomposition strategy this divides the initial issue into three related separate 

issues was suggested [9]. It builds an internet resource decision and reliability control approach that resists 

intrusions and enhances the power balance by combining the approaches to address every one of the issues. 

Furthermore, dependability levels can be updated despite maintaining much historical data thanks to a 

compact reputation maintenance technique. But there is more difficulty in computation. 

Feng and Liu [10] presented an overview of cloud resource scheduling solutions that employ deep 

reinforcement learning. These approaches reduce energy consumption while meeting significant demands for 

user services that are extremely dynamic, uncertain, and robust. Both surveys, however, do not provide a 

basic review of deep learning. Regarding applications, Khan et al. [11] provided an overview of mobile cloud 

architectures, cloud computing benefits, and mobile cloud offload decisions. The applications of mobile 

cloud computing (MCC) were covered, including mathematical tools, file search, photography tools, and 

gaming. Bera et al. [12] conducted an assessment of cloud computing applications in smart grids, notably in 

energy management, information management, and security. Cao et al. [13] conducted an assessment of 

cloud computing architectures that offer sensing, computation, control, and storage services for cyber-

physical systems. Several applications, including smart grid development, intelligent transportation, tailored 
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healthcare, and smart manufacturing, were examined. However, none of these survey publications focused on 

creating DNNs for cloud computing platforms. Soni and Kumar [14] and Khana et al. [15] provided 

overviews of machine learning technologies for a wide range of resource management activities, including 

workload estimation, task and virtual machine (VM) scheduling, resource optimization, and energy 

reduction. However, just a few deep learning (DL) technologies were briefly explored, and the previous DL 

surveys by Saiyeda and Mir [16] and Priya et al. [17] are either out of date or too brief. Many government 

[18], public [19], private [20], and commercial sectors [21] are becoming increasingly interested in creating 

cloud computing solutions for deep learning. Table 1 provides the research gaps and opportunities for future 

investigation. 

 

 

Table 1. Research gaps and opportunities 
Area Research gaps Opportunities 

Scalability and 

performance 

There might be insufficient focus on the 

scalability of optimized DNN models for large-

scale SaaS environments, where applications are 

continuously evolving and generating vast 

amounts of data. 

Investigate the scalability of DNN models and their 

ability to handle large datasets in real-time. Explore 

techniques such as distributed computing, parallel 

processing, and model optimization (e.g., pruning, 

quantization) to enhance performance and efficiency. 

Adaptability to 

new 

vulnerabilities 

DNN models may struggle to detect new and 

evolving vulnerabilities due to their reliance on 

historical data. 

Implement adaptive learning mechanisms such as 

continual learning and few-shot learning to enable 

models to learn from new vulnerabilities as they 

emerge. Integrate anomaly detection methods to identify 

potential new threats that deviate from known patterns. 

Model 

interpretability 

and explain 

ability 

Deep learning models, including DNNs, are 

often considered black boxes, making it difficult 

to understand how decisions are made. 

Enhance the interpretability and explainability of DNN-

based vulnerability detection models. Utilize techniques 

such as SHAP (Shapley Additive explanations), LIME 

(Local interpretable model-agnostic explanations), and 

attention mechanisms to provide insights into the 

decision-making process, improving trust and adoption. 

 

 

3. PROPOSED METHOD 

The network vulnerability mitigation and attack detection development as the major intention of this 

work. Initially, the elliptical curve cryptography (ECC) obtains the gathered original information and 

performing data encryption with decryption. The feature selection performed with the usage of golf 

optimization algorithm (GOA) followed with the attack detection via DNN. Figure 1 depicts the overall 

workflow diagram. 

 

 

 
 

Figure 1. Proposed workflow model  

 

 

3.1.  Data encryption 

For public key system, apply and adopt elliptic curve cryptography (ECC), which has horizontal and 

vertical symmetry in Ellipse. The mathematical model of elliptic curve is expressed as (1), 

 

𝑧2 = 𝑥2 + 𝑐𝑥 + 𝑑 (1) 

 

below expression writes the primes (P) with the finite filed (𝐹𝑃) based on ECC [22]. 
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𝑧2 = (𝑥3 + 𝑐𝑥 + 𝑑)𝑚𝑜𝑑 𝑃 (2) 

 

The point doubling and addition are two major operations there by performing the operation of 

gradient 𝜂. 

 

𝜂 =
𝑧2−𝑧1

𝑧2−𝑧1
𝑚𝑜𝑑 h𝑃 (3) 

 

In the similar coordinates, both points to calculate the point doubling. The position beside the first 

coordinates is 𝜂 with the lines passed to the result points. 

 

𝜂 =
3𝑥1

2−𝑐

2𝑧1
 (4) 

 

The upper bound of P with the private keys are 𝛿𝐶 and 𝛿𝐷. This way obtains the each part of public 

key. 

𝑃𝐶 = 𝛿𝐶𝐻 (5) 

 

𝑃𝐷 = 𝛿𝐷𝐻 (6) 

 

The following form encrypt the information towards cipher text with the usage of public key. 

 

𝑃𝐸 = {𝑃𝑛 + 𝐼𝑃𝐷, 𝐼𝐻} (7) 

 

The user public key encrypt and change the message 𝑃𝑛. The cipher text results received from I as 

the random integer. The minor points with the operation of point addition against 𝑃𝑛 + 𝐼𝑃𝐷 is determined to 

perform data encryption. An authorized one access the message to encode the process as encryption and 

convert the data back into plaintext as the cipher text during decryption. 

 

3.2.  Selecting features 

The GOA got its blueprint from the strategy of golf which is the outdoor game. The random search 

based appropriate solutions are taken for the initialized populations in the problem solving space [23]. For the 

selection features from the information we used this GOA in our work. The population is distributed 

uniformly and the locations are set randomly and the mathematical model is defined as, 

 

𝑌 =

[
 
 
 
 
𝑌1

⋮
𝑌𝑖

⋮
𝑌𝑀]

 
 
 
 

𝑀×𝑁

=

[
 
 
 
 
𝑦1,1 ⋯ 𝑦1,𝑒 ⋯ 𝑦1,𝑁

⋮ ⋱ ⋮ ⋰ ⋮
𝑦𝑖,1 ⋯ 𝑦𝑖,𝑒 ⋯ 𝑦𝑖,𝑁

⋮ ⋰ ⋮ ⋱ ⋮
𝑦𝑀,1 ⋯ 𝑦𝑀,𝑒 ⋯ 𝑦𝑀,𝑁]

 
 
 
 

𝑀×𝑁

 (8) 

 

𝑌𝑖: 𝑦𝑖,𝑒 = 𝐿𝑇𝑒 + 𝑎 × (𝑈𝑇𝑒 − 𝐿𝑇𝑒) (9) 

 

𝑌 is the GOA matrix population and the member is 𝑌𝑖. The value of the eth function of the ith 

member as 𝑦𝑖,𝑒. The random variable with the period of interval 0 and -1, members are M with the number of 

variables N. the upper and lower limits of eth variable are 𝑈𝑇𝑒 and 𝐿𝑇𝑒. The mathematical illustration for the 

selection of features are stated in two phases, (i) exploration and exploitation and are described in the 

following section. 

 

3.2.1. Exploration 

The exploration ability of the GOA for selecting the features is enhanced with the following, 

 

𝑌𝑖
𝑃1: 𝑦𝑖,𝑒

𝑃1 = 𝑦𝑖,𝑒 + 𝑎 × (𝐻𝑒 − 𝐼 × 𝑦𝑖,𝑒) (10) 

 

𝑌𝑖 = {
𝑌𝑖

𝑃1, 𝐺𝑖
𝑃1 < 𝐺𝑖

𝑌𝑖 , 𝑒𝑙𝑠𝑒
 (11) 

 

The new updated location of the features is 𝑌𝑖
𝑃1 and the best member of the GOA is H with the 

objective function 𝐺𝑖
𝑃1. The random number is I and lies in the range of 1 and 2. 
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3.2.2. Exploitation 

In the exploitation stage the location updated using the objective function and the previously 

available data as shown, 

 

𝑌𝑖
𝑃2: 𝑦𝑖,𝑒

𝑃2 = 𝑦𝑖,𝑒 + (1 − 2𝑎) ×
𝐿𝑇𝑒+𝑎×(𝑈𝑇𝑒−𝐿𝑇𝑒)

𝑡
 (12) 

 

𝑌𝑖 = {
𝑌𝑖

𝑃2, 𝐺𝑖
𝑃2 < 𝐺𝑖

𝑌𝑖 , 𝑒𝑙𝑠𝑒
 (13) 

 

the newly updated location in this state is 𝑌𝑖
𝑃2 with the iteration count of t along the objective function 𝐺𝑖

𝑃2. 

This process repeat till the best candidate solution attained for the feature selection. 

 

3.3.  Attack detection and vulnerability evaluation 

To construct the DNN model for attack detection and to simulates similar hyper parameters with 

good accuracy. For each layer, the learning rate, batch size, cost function, activation function, number of 

nodes and layers are hyperparameters. The feed forward network is DNN to detect whether the attack is 

present or not [24]. Below function utilizes the input values in neural network. 

 
∑𝑤𝑗𝑞𝑗 + 𝑎𝑗 (14) 

 

The input value, weight and biased values are𝑤𝑗, 𝑞𝑗 and 𝑎𝑗. A hyperbolic tangent, rectifier threshold 

function and sigmoid are the activation function. In case of attack detection, we are using activation function 

as sigmoid in DNN. 

 

𝜎(𝑤) = 1 1 + 𝑒−𝑤⁄  (15) 

 

Compare the actual results with the attack detection output after fed the activation function of 

sigmoid. The loss function (LF) represented as the difference among the results, 

 

𝐿𝐹 = 1
2⁄ (𝑤𝐻𝐴 − 𝑤)2 (16) 

 

achieve and minimize the loss function of network [25]. Figure 2 explains the DNN structure to detect attack. 

 

 

 
 

Figure 2. The DNN structure to detect attack 

 

 

The DNN decides the defects is present or not. The network severity of risk level is predicted based 

on vulnerability assessment while the attacker presence is detected in the network. From DNN, normal and 

attack data is detected to validate the similarity among the attacked samples. Following formula computes the 

features of normal and attack of correntropy 𝐶𝐸𝜒 . 

 

𝐶𝐸𝜒(𝑛𝑜𝑟𝑚𝑎𝑙, 𝑎𝑡𝑡𝑎𝑐𝑘) = 𝐹[𝐾𝜒(𝑎𝑡𝑡𝑎𝑐𝑘 − 𝑛𝑜𝑟𝑚𝑎𝑙)] (17) 

 

The Gaussian kernel function is 𝐹[⋅] and 𝜒 is the size of kernel. The risk level is obtained with the 

normalized is the absolute variation.  
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𝑅𝑖𝑠𝑘𝑙𝑒𝑣𝑒𝑙 =
|𝐶𝑜𝑟

𝑁𝑜𝑟𝑚𝑎𝑙
𝐸𝑥𝑎𝑚𝑖𝑛 𝑎𝑡𝑖𝑜𝑛−𝐶𝑜𝑟𝑀𝑖𝑛

𝑁𝑜𝑟𝑚𝑎𝑙|

𝐶𝑜𝑟𝑀𝑎𝑧𝑥
𝑁𝑜𝑟𝑚𝑎𝑙−𝐶𝑜𝑟𝑀𝑖𝑛

𝑁𝑜𝑟𝑚𝑎𝑙  (18) 

 

𝐾𝛿(⋅) =
1

√2𝜋𝛿
𝑒𝑥𝑝

−
(⋅)

2𝛿2 ℎ (19) 

 

𝑈
∧

𝑁,𝛿(𝐶, 𝐷) =
1

𝑁
∑ [𝐾𝛿(𝑎𝑡𝑡𝑎𝑐𝑘𝑗 − 𝑛𝑜𝑟𝑚𝑎𝑙𝑘)]𝑁

𝑗,𝑘=1  (20) 

 

Where, 𝐶𝑜𝑟𝑀𝑎𝑧𝑥
𝑁𝑜𝑟𝑚𝑎𝑙 and 𝐶𝑜𝑟𝑀𝑖𝑛

𝑁𝑜𝑟𝑚𝑎𝑙 are the maximal and minimal correntropy over the normal 

samples. The mitigation attack approach transfer is controlled and higher risk level determines the anomalous 

samples. During data transfer, the normal routing is performed when the risk level is less than 0.5. 

 

3.4.  Attack mitigation 

For attack node mitigation in system, this research utilized BAIT model, which involves route 

maintenance, attack node determination and mitigation with route discovery. 

- Route determination: in the source node, the network obtains the packet of route request. Within cache 

routing tablet, the targets routing data is the neighbour source node. The information of route address 

towards PREQ packet is recorded with next hop nodes during the RPEQ route request prediction. 

- Attack node detection and mitigation: for data transfer, transmit the data to best optimal node. While 

reaching the target, discards and attracts every data packets in this manner. The void routing table has 

PREP packet sent to these attacker nodes. The malicious node presence and absence PREP possibilities 

are checked during the suspicious reply reception. Verify the destination sequence number and parse the 

packet value in which the intermediate node receives the packet RPEP. The malicious nodes identifies the 

suspected node. 

- Maintenance for route: from the errors, the network discard the malicious node. The shortest path is 

selected by selection as an essential. The ratio of packet delivery and throughput computes and 

accomplishes the shortest path identification. 

 

 

4. RESULTS AND DISCUSSION 

The experimental investigation of the proposed work is established in this section. This section 

employs, experimental setup along with comparative study with the existing works. 

 

4.1.  Experimental setup 

For the experimental analysis we used the system with POSIX operating system incorporated with 

Intel Xenon Gold 6145 CPU, memory of 96 GB, in the platform framework of 64 bit ELF in a ROM of 16 

GB. The simulation is effectuated in MATLAB 2019 a simulator. The experimental setup consisted of a 

high-performance, Unix-based environment with advanced CPU architecture, significant memory capacity, 

and a powerful simulation platform, ensuring robust and efficient performance during the simulation process.  

 

4.2.  Performance analysis of various parameters 

For the analysis of the robustness of the proposed work in the secured cloud SaaS we have taken the 

statistical parameters such as encryption time, decryption time, accuracy, precision, pocket loss ratio, and 

throughput. The first two parameters are analysed with the existing cryptographic approach and rests of the 

parameters are analysed with the state-of-art work such as OCSA [7], ML [6], AT-MS [5], and LDS [9].  

 

4.3.  Encryption and decryption time 

This is the predominant step in securing the data in the cloud SaaS, since the attackers can easily 

modifies the data. To overcome this, the proposed approach encrypts the data to the original source to 

identify whether it is attack or normal. For the comparison we have taken, the existing techniques such as 

reverse shamir adleman (RSA), quantum cryptography (QC), block ciphers (BC), and digital signatures (DS). 

Table 2 visualizes the tabular form of decryption and encryption time of proposed and other existing works. 

The Encryption and decryption time of proposed technique is lower with the time consumption of 85 ms and 

58 ms respectively. Other works such as RSA, QC, BC, and DS consumes time of about 212 ms, 267 ms,  

170 ms, and 145 ms respectively for encryption and for decryption 178 ms, 197 ms, 146 ms, and 128 ms 

correspondingly and are higher than the proposed technique. 
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Table 2. Performance analysis of proposed work based on the Encryption and decryption time with the state-

of-art works 
Techniques Encryption time (ms) Decryption Time (ms) 

RSA 212 178 

QC 267 197 

BC 170 146 

DS 145 128 

Proposed 85 58 

 

 

4.4.  Accuracy and precision for the detection of attack 

These parameters are taken to analyse the detection accuracy of the proposed work which implies 

the effectiveness. The visualization of accuracy of the attack detection is graphically illustrated in Figure 3. 

The plot is drawn better the parameters accuracy and learning percentage. The accuracy increases with the 

learning rate and for our proposed work when the learning rate is 90% the accuracy is 0.97 that is 97% which 

is higher than the existing approach while predicting the attacks. The other works such as OCSA, ML,  

AT-MS, and LDS achieved detection accuracies of around 0.8, 0.85, 0.83, and 0.9 respectively when the 

learning rate is equal to 90% as shown in Figure 3. 

 

 

 
 

Figure 3. Visualization of accuracy vs. learning rate 

 

 

The precision is another factor to evaluate the detection effectiveness of the proposed work and 

other existing works. Figure 4 illustrates the graphical representation of precision for the proposed work and 

existing works such as OCSA, ML, AT-MS, and LDS. The precision also plotted against the learning 

percentage and it elevated with the learning percentage increases. The precision of the proposed work is 0.96 

that is 96% when the learning percentage is 90%. The other work achieves the precision rate at learning 

percentage 90% are 0.78, 0.8, 0.84, and 0.91 for the techniques OCSA, ML, AT-MS, and LDS 

correspondingly. This ensures the robustness of the proposed system over the other techniques. 

 

 

 
 

Figure 4. Visualization of precision vs. learning percentage 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

Optimized deep neural network based vulnerability detection enabled … (Rohith Vallabhaneni) 

1957 

4.5.  Packet loss ratio 

Packet loss ratio is the important parameter for analysing the robustness of the proposed work while 

transmitting the information. If the cryptographic technique is effective then the proposed system will 

transform the information without any loss. Hence we analyse this parameter. The packet loss ratio against 

the attack rate is visualized in Figure 5. The packet loss ratio of the proposed work is lower 0.2 when the 

attack rate is 25. Meanwhile, the other techniques such as OCSA, ML, AT-MS, and LDS have higher packet 

loss ratio than the proposed as 0.9, 0.7, 0.8, and 0.6. Thus ensures the secured transmission in the cloud SaaS 

system. 

 

 

 
 

Figure 5. Packet loss ratio vs. attack rate 

 

 

4.6.  Throughput 

This defines the delivery of the packets over the communication while performing the 

communication. It is analysed between the throughput and attack rate and plotted in Figure 6. Since the 

throughput mitigates with the attack rate, we analysed both the combination. The throughput of the proposed 

work is 0.78 when the attack rate is 25. Meanwhile, other approaches such as OCSA, ML, AT-MS, and LDS 

achieved the throughput of 0.3, 0.4, 0.3, and 0.7 when the attack rate is 25 respectively. The proposed work 

achieves higher throughput and ensures the robust communication. 

 

 

 
 

Figure 6. Throughput vs. attack rate 

 

 

5. CONCLUSION 

This section introduces the mitigation and attack detection. The mitigation process switch model and 

the network vulnerability and the deep learning model is performed the attack detection. The DNN model 

determines the attack in which the feature selection carried out via GOA. The features of correntropy 

variation risk level evaluation performs the assessment of vulnerability. The attack presence with network 

vulnerable is decided in this phase. The risk level threshold fixing based on the decision. Perform the 

mitigation process of BAIT during the phase of attack mitigation. The packet loss ratio validates the 
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throughput, packet loss and accuracy. This section explores cloud migration and cross validation performed 

and real time cloud environment. The proposed approach demonstrates 0.97 kbps throughput with 0.2% 

packet loss ratio than traditional methods like OCSA, ML, AT-MS, and LDS. 
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