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 Decision support systems (DSS) play a pivotal role as computerized tools, 

guiding and enhancing decision-making processes vital for organizational 

progress. This research focuses on developing a system tailored for dynamic 

decision-making, particularly emphasizing the integration of data mining 

technology. Decision algorithms and neural networks are discussed in depth, 

providing a comprehensive understanding of the analytical tools crucial for 

effective decision support. Additionally, the research sheds light on potential 

risks, ensuring a nuanced view of challenges that may impact the 

development of DSS. A significant portion of the study is dedicated to the 

design of DSS architecture and the strategic integration of data mining 

within the database. The proposed development stages for a business 

information system, ranging from feasibility study to release, serve as a 

structured framework for practical implementation. Details within each 

stage, including data analysis, cleaning, and module development, are 

meticulously examined. Emphasis is placed on critical steps such as system 

design, database design, and extract, transform, load (ETL) process design, 

elucidating their importance in the holistic development of DSS. The 

conclusion reinforces the paramount importance of leveraging data mining 

technology in the process of developing decision support systems. 
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1. INTRODUCTION 

The notion of decision support system (DSS) has been around for a long time, and as a concept, it 

should be emphasized that it evolves with the advancement of information technology [1]–[5]. Data mining 

technologies started to evolve by the end of 20th century as development of database information systems 

created base for it. First DSS systems were rule based and evaluated results according to predefined rules by 

experts but today with the advance of machine learning, artificial intelligence and predictive analysis they act 

more independently and are more complex [6]–[8]. Advanced use of machine learning, artificial intelligence 

helps DSS to provide more accurate analysis, advices and enlarges it is possible use in many different 

industries. 

In healthcare DSS applied for analyzing the patient symptoms, data to diagnose the illness and plan 

required treatments, in finance it can help with budget planning, risk analysis and fraud expose [9]–[12]. 

Another use of it could be for consumer analysis in retail market for different purposes like consumer 

https://creativecommons.org/licenses/by-sa/4.0/
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segmentation, consumer behavior analysis and targeted marketing which can significantly improve the sales 

and customer satisfaction [13]–[17]. Despite the advancement of DSS systems there are still some challenges 

and limitations like even artificial intelligence has significantly evolved we still can fully rely on its accuracy 

which requires further verification of results, another point of concern is data quality for accurate analysis 

DSS systems requires quality data, it is also not easy to maintain the complex algorithms and data privacy, 

security [18]–[20]. 

Many investigations show that the inventors Moore and Chang characterized this system as a 

“scalable system.” “In scheduled and unforeseen moments, this system’s analytical and decision modeling 

capacity drew our focus positively toward the future,” they said of their findings [21], [22]. Carlson and 

Sprague, on the other hand, took a different approach and proposed the notion of decision support systems: 

“structured and interactive systems that assist producers in addressing semi-structured economic issues 

utilizing data and models.” Turban, the DSS developer, characterizes it as “an interactive, versatile, and 

adaptive system” in 1998, and it is regarded as a procedure for addressing management challenges.  

The system uses data (internal and external) and models to give a simple and easy-to-use interface.  

As a result, it has power over the decision-making process of the decision-maker. DSS gives assistance at all 

phases of the decision-making process [14], [23], [24]. According to the findings of this study, the process of 

creating a DSS began with a notion of how the DSS’s objectives may be met. A DSS’s components include 

the end-view users of the qualities and what such a system can perform (to support the decision-making 

process, to solve structured and unstructured problems). Several contributions of this study are as follows: 

− This study presents a systematic approach to developing decision support systems that integrate data 

mining techniques, and discusses the challenges and opportunities of applying data mining in various 

domains and applications. 

− This study proposes a flexible architecture for decision support systems that combines data storage, 

OLAP, data mining, and business intelligence tools, and illustrates the development stages and methods 

of data mining integration within the database. 

− This study explores the evolution and current state of decision support systems and data mining, and 

provides a comprehensive overview of the data mining methods, algorithms, and tools used for decision 

support, as well as their benefits and limitations. 

 

 

2. LITERATURE REVIEW 

In data mining, decision algorithms describe a form of tree view, also known as connectivity in  

a DSS Figure 1 [25]–[27]. The mechanism of creating trees is to gather all the variables that the analyst 

perceives and plays a major role in making decisions [28]. It analyses the results in terms of impact to 

evaluate them. As an application, decision algorithms determine which variables are most important based on 

sorting data. Decision algorithms in data mining are applied in areas such as sorting of loan requests in 

business areas, ranking of applicants for different positions [29]–[31]. 

Many institutions and companies achieve high results in the development process by enriching their 

databases with valuable information (mainly about customers), because this method helps them to identify 

the needs of customers [16], [32], [33]. However, the effective extraction of information from this data and 

the discovery of hidden patterns requires the use of machine learning algorithms. The decision tree algorithm 

is most used for purposes such as classification and probability. As for the areas of application, it is used in 

areas such as customer relationship management, fraud detection in bank accounts, energy consumption, and 

medicine [25], [34]–[36]. For example, energy consumption is about how much electricity people use [29], [37]. 

Research in this direction helps companies determine the amount of energy they need at the right time. The 

hierarchical structure of the decision tree method ensures a clear and accurate display of information visually. 

It is possible to build this algorithm by considering characteristics such as average temperature, humidity, 

and pressure to predict whether the weather will be foggy, rainy or stormy. 

Neural networks are the most used technique in data mining [30], [38], [39]. This method is placed 

in a system connected through of arc nodes called observation group. The idea is analogical to how neurons 

work in human brain. Neural networks have a stable complex structure that reflects at least three layers of 

nonlinear connections. Each input data to a node in the first layer and output data to the last layer places and 

reflects the result. Last layer of the neural networks has nodes for every category which has outputs.  

This layer is used to classify the neural networks. Usually, these neural networks keep hidden intermediate 

nodes which make the model more complex. The difference between obtained and target results are gathered, 

adjustments are made to the node's price and re-entered into the system. The process stores the complete 

cycle in memory till the inputted data are sort correctly by network. 
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Figure 1. Data mining in DSS 

 

 

The below stated risks can affect the efficiency and success rate of the development of DSS, high 

returns, human resource. Reason why DSS are developed is to help managers in making decisions during 

budgeting and financial planning. It is especially useful for the investors who are in public funds [30], [32]. 

Currently, many companies are investing heavily in building a database. The analyst intends to improve the 

efficiency and performance of reporting activities. So, there are expensive programs with the ability to 

analyze proposals, some future plans and predict the evolution of work. Some of these can be analyzed 

statistically or using neural networks. Based on the research, in order to effectively build a DSS, several ways 

and methods that allow improving the accuracy of the analysis should be combined, which should be 

approached from two main perspectives - accurate data and predictions. In order to realize this requirement, it 

is necessary to have a flexible architecture that combines data storage, online analytical processing (OLAP), 

data mining and business intelligence tools, where reports can be included: At data model level, an extract, 

transform, load (ETL) process should be applied to clean and load data into the database. At the application 

level, OLAP and data recognition methods are used to apply analytical models which is combined for 

predictive and historical analysis. At interface, based on the assessment of business opportunities, reports and 

tables are applied [16], [29], [40]. This article will discuss the design of DSS architecture and describe the 

ways and methods of data mining integration within the database. In this research, we will outline several 

processes for developing a business information system, including project planning, feasibility study, 

development, analysis, and release. While these stages can be modified and used to decision support systems, 

they must be handled individually to apply the distinctions between general system modelling and decision 

support systems modelling during development [41], [42]. 

Step 1. The goals of a feasibility study are to create better the decision-making process by defining 

the needs and business potential. The predicted costs and benefits for each of the suggested solutions should 

be used to support them. 

Step 2. Planning a project entail determining future needs, current infrastructure components, and 

prospects for sustainability. The project plan serves as the final output of this activity. The project can begin 

in earnest after receiving approval. 

Step 3. Prioritizing and in-depth examination of the initial organizational management team 

requirements are done during the job opportunity analysis stage. Typically, managers and project personnel 

undertake interviews to determine the needs. These specifications could result in modest project changes, but 

they should make the development team leaders aware of DSS’s potential and constraints. This in turn lowers 

the possibility of business requirements being unfeasible [42]. 

The most significant part of a decision support system development project is data analysis, where it 

is decided what data is required, what it contains, and how it links to other data. Compared to systems 

analysis carried out using conventional approaches, data analysis is more closely tied to business analysis. 
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Data cleansing is done first [14], [39]. Data cleansing involves filtering and transforming sources for 

developing an analysis module. This process occurs as follows [43]. Data cleansing is a crucial step in 

preparing data for analysis. It involves filtering and transforming data from various sources. First, we identify 

the essential information required from functional modules. Next, we thoroughly analyze the content of the 

selected information sources. We choose relevant data that aligns with the project’s objectives. Requirements 

related to data filtration are applied to remove noise, inconsistencies, and irrelevant data. Finally, we select 

the tools and techniques needed for the cleaning and filtration process. In summary, data cleansing ensures 

that our analysis module works with accurate and reliable data, enhancing the quality of subsequent analyses. 

Several key aspects should be considered during the source selection process: data integrity, 

sensitivity, data format and accuracy. The processes are vital for the successful ETL procedure. Analysis of 

big data is a crucial activity where every defined requirement will change based on the structure and variation 

of big data and is stored in the big data dictionary. A big data dictionary offers contextual information about 

the project’s data. The system analysis phase can be completed by creating a prototype that will be submitted 

to managers and project employees for functional attributes evaluation. Rapid development tools are readily 

available, enabling the development of new interfaces based on the analytical model. 

Selecting the technologies to be employed in the creation of the prototype the system will create in 

the end is a crucial step at this point. Using a comparative evaluation of each technology’s benefits and 

drawbacks, different approaches should be considered for the project: the use of a database, the inclusion of 

OLAP functions, the use of data extraction algorithms, data source integration tools or, at the last stage and 

considering that there is a parallel approach to the construction of the system considering the use of 

application integration tools [24], [44]. 

Step 4. System architecture. database architecture. The required information will be kept in 

accordance with the system's needs. It means they will be kept both at the low level and at the general level. 

So, it is important to build a coherent, objective or multidimensional design. In this section, an elegant and 

detailed new system should be developed to meet the managers' expectations for reporting and analysis based 

on a logical data model. 

 

 

3. MATERIALS AND METHODS 

In data analysis operation, the process is focused on the sources of data (input data or output data) 

from the modules. The objectives or data are focused on reports, analyses, and surveys at the current stage. 

So, the following list of best practices ought to be considered. Due to the above aspects, a centralized 

database aimed at solving management and data processing is maintained at the organization stage.  

Using logical and physical standards, the database is divided into pieces of information at a uniform level and 

is facilitated to be maintained, developed with a different team using the exact characteristics [45]. 

The design of the ETL in Figure 2 activity it is the most complicated part of life cycle of project and 

mainly depends on the quality of the data. We provide the creation of an ETL process and the integration of 

target databases into a single environment. In this particular case, the risk of contrasting data is decreased by 

avoiding the separation of each target module. In same environment, there is also a strategy for building data, 

but these are already enriched. What is important here is the fact that ETL process should be the exact same 

between all layers (one coherent principle) [40]. 

The architecture of the ETL process involves several essential prerequisites. First, we perform 

preliminary data source processing to ensure data quality and consistency. Next, adherence to a specific 

format is crucial for seamless data integration. Additionally, data reconciliation ensures alignment between 

different data sets. Lastly, we focus on data exclusion and the elimination of deviations to maintain accuracy 

and reliability throughout the ETL pipeline. The following actions are conducted when developing an ETL 

process: 

a. Mapping of sources with characteristics of change connected to specific directions. This can be drawn as 

a matrix or variation chart [46]. 

b. Selection and testing will be used in ETL tools. Currently, there are several types of ETL process 

modelling and application tools, but selecting one depends based on the features they offer and their 

support for integrating data sources throughout the same modification process. 

c. ETL procedure development - depending on the data model, different data extraction and transmission 

operators are utilized (sorts, concatenation, joins, and allocations). This procedure is divided into distinct 

separate subprocesses that will run to reduce processing time. Processing time will be modelled with 

timing diagrams. 

d. Four steps of data loading are used, depending on the program from which the data is loaded in an ETL 

procedure [46]: 
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− The initial load refers to the initial loading of destinations with operational data. 

− History load refers preliminary loading of locations with historical data that has been archived. 

− Growth load refers to the routine loading of destinations with the most recent information from 

operating systems. 

− Deciding on a management environment for the ETL process, which is partitioned and centralized 

utilizing a dedicated server. The choice is made based on the resources at hand, the processing time, 

and the anticipated completion time of the process. 

 

 

 
 

Figure 2. Extract/transform/load (ETL) 

 

 

The outcome of the activities is implemented in data map documents, ETL process diagrams, data 

transformation and execution of these processes. Big data storage design when the choice is to build a 

dedicated storage location, a logical big data model will be implemented for the new system based on the 

data storage options and a relational, objective, or multidimensional model will be applied. This sub-step may 

have minor changes depending on the requirements defined in the big data analysis sub-step. When the 

option is to build dedicated storage, a logical and physical model of big data will apply [46]. 

e. System initial settings up. Currently, the technologies utilized to create decision support systems 

constitute a unique subset of the category of intelligent technologies and include technologies for 

organizing database data. Include ETL, OLAP analysis systems, data mining algorithms, CASE 

(Computer Assisted Software Engineering) modelling processes, and web systems solutions. (Power 

D.J., http://dssresources.com/dssbook/). 

f. Launching the systems to the marketplace. Manager and business training sessions are held at this phase, 

along with the implementation of data loading procedures, the installation of applications, and 

performance monitoring. At the end of the stage, the production history of the system is reviewed, and it 

ends with signing of the finished documentation. Instructions for users are provided for its application. 

One of the most prevalent data mining approaches is association rule analysis. It is used to construct 

a system model from which information may be retrieved by detecting patterns between connected things [47]. 

Examples of application of association rules can be the following tasks: 

− identification of sets of services that are often ordered together or never ordered together. 

− determining the proportion of customers who are positive about changes in tariff plans. 

− determination of the profile of electricity consumers; determination of the proportion of cases in which 

the client's debt leads to the creditor's losses. 

An association rule consists of two subject sets, called a condition and a consequence, written as X 

→ Y, which reads as follows: “From X follows Y.” As a result, the associative rule is written as follows:  

“If <condition>, then <consequence>”. Rules are usually displayed with arrows pointing from condition to 

consequence, for example, service1 → service3. The condition and consequence are sometimes called the 

right-hand and left-hand components of an association rule, respectively [47]. Association rules have 

characteristics that reflect the features of the connection between the condition and the consequence. 

Basically, they operate with two characteristics-support (written as supp or S) and conformity (written as 

conf or C). The ratio of the number of transactions having both the condition and the consequence to the total 

number of transactions is known as support in (1). 

http://dssresources.com/dssbook/
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𝑆 = (𝐴 → 𝐵) = 𝑃(𝐴 ∪ 𝐵) =
𝑡ℎ𝑒 𝑞𝑢𝑎𝑛𝑡𝑖𝑡𝑦 𝑜𝑓 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔 𝐴 𝑎𝑛𝑑 𝐵

𝑡ℎ𝑒 𝑡𝑜𝑡𝑎𝑙 𝑎𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠
 (1) 

 

Conformity is a measure of an association rule’s correctness; it is defined as the ratio of transactions having a 

condition and a consequence to transactions simply containing a condition in (2): 

 

𝐶 = (𝐴 → 𝐵) = 𝑃(𝐴 𝐵⁄ )  = 𝑃(𝐴 ∪ 𝐵) 𝑃(𝐴)⁄ =
𝑡ℎ𝑒 𝑞𝑢𝑎𝑛𝑡𝑖𝑡𝑦 𝑜𝑓 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔 𝐴 𝑎𝑛𝑑 𝐵

𝑡ℎ𝑒 𝑞𝑢𝑎𝑛𝑡𝑖𝑡𝑦 𝑜𝑓 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔 𝑜𝑛𝑙𝑦 𝐴
  (2) 

 

Analytical conclusions can be drawn by calculating the properties of the link. If there is enough 

support and conformity, it may be claimed that each future transaction that includes a condition will likewise 

include a consequence. Consider the following example. Take, for example, the association power supply → 

mobile notification. Given that the number of transactions having both power supply and mobile notification 

is 4, and the total number of transactions is 9, the following association will be supported: 

 

𝑆(𝑝𝑜𝑤𝑒𝑟 𝑠𝑢𝑝𝑝𝑙𝑦 → 𝑚𝑜𝑏𝑖𝑙𝑒 𝑛𝑜𝑡𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛) = 4 9⁄ = 0.44 

 

since the number of transactions containing only power supply (condition) is 4, then the validity of this 

association will be: 

 

𝐶 (𝑝𝑜𝑤𝑒𝑟 𝑠𝑢𝑝𝑝𝑙𝑦 → 𝑚𝑜𝑏𝑖𝑙𝑒 𝑛𝑜𝑡𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛) = 4 4⁄ = 1 

 

In other words, all transactions containing power supply also contain a mobile notification, from 

which we conclude that this association can be considered as a rule. All customers ordering electricity also 

use the mobile notification service. Interest is the ratio of the frequency of occurrence of a condition in 

transactions that also contain a consequence to the frequency of occurrence of the consequence. Interest 

values greater than one indicate that the condition occurs more frequently in transactions that contain a 

consequence than in others. We can say that interest is a generalized measure of the relationship between two 

subject sets: for lift values > 1, the relationship is positive, for 1 it is absent, and for values < 1 it is negative. 

Interest is calculated as follows: 

 

𝐿(𝐴 → 𝐵) = 𝐶(𝐴 → 𝐵) 𝑆(𝐵)⁄   (3) 

 

𝑆(𝑝𝑜𝑤𝑒𝑟 𝑠𝑢𝑝𝑝𝑙𝑦) = 4 9⁄ = 0.44; 𝐶(𝑚𝑜𝑏𝑖𝑙𝑒 𝑛𝑜𝑡𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 → 𝑝𝑜𝑤𝑒𝑟 𝑠𝑢𝑝𝑝𝑙𝑦) = 4 7⁄ = 0.57 

 

therefore,  

 

𝐿(𝑚𝑜𝑏𝑖𝑙𝑒 𝑛𝑜𝑡𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 → 𝑝𝑜𝑤𝑒𝑟 𝑠𝑢𝑝𝑝𝑙𝑦) = 0.57 0.44⁄ = 1.295 

 

now consider the association 𝑚𝑜𝑏𝑖𝑙𝑒 𝑛𝑜𝑡𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 → 𝑖𝑛𝑡𝑒𝑟𝑛𝑒𝑡. 

 

𝑆(𝐼𝑛𝑡𝑒𝑟𝑛𝑒𝑡) = 6 9⁄ = 0.67; 𝐶(𝑚𝑜𝑏𝑖𝑙𝑒 𝑛𝑜𝑡𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 → 𝑖𝑛𝑡𝑒𝑟𝑛𝑒𝑡) = 4 7⁄ = 0.57 

 

Then, 

 

𝐿(𝑚𝑜𝑏𝑖𝑙𝑒 𝑛𝑜𝑡𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 → 𝑖𝑛𝑡𝑒𝑟𝑛𝑒𝑡) = 0.57 0.67⁄ = 0.85 

 

A higher value of interest for the first rule shows that the connection of mobile notification has more 

influence on the purchase of electricity than the Internet. While interest is widely used, it is not always a 

good measure of the importance of a rule. A rule with less support and more interest may be less significant 

than an alternative rule with more support and less interest because the latter applies to more transactions. 

The importance of the link between the condition and the consequence grows as the number of transactions 

grows. To take this significance into account, the concept of a level is introduced. The level is the difference 

between the observed frequency with which the condition and effect appear together (that is, the support of 

the association), and the product of the frequencies of occurrence (supports) of the condition and effect 

separately (4). 

 

𝑇(𝐴 → 𝐵) = 𝑆(𝐴 → 𝐵) − 𝑆(𝐴)𝑆(𝐵) (4) 
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Let’s consider the associations cost visualization → mobile notification and power supply → mobile 

notification, which have the same support C = 1, since cost visualization and power supply are always sold 

together with mobile notification. The interests for these associations will also be the same, since in both 

associations the support of the consequence S (mobile notification) = 7/9 = 0.77. Then, 

 

𝐿(𝑐𝑜𝑠𝑡 𝑣𝑖𝑠𝑢𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 → 𝑚𝑜𝑏𝑖𝑙𝑒 𝑛𝑜𝑡𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛) = 𝐿(𝑝𝑜𝑤𝑒𝑟 𝑠𝑢𝑝𝑝𝑙𝑦 → 𝑚𝑜𝑏𝑖𝑙𝑒 𝑛𝑜𝑡𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛) 
= 1 0.77⁄ = 1.3  

𝑆(𝑐𝑜𝑠𝑡 𝑣𝑖𝑠𝑢𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 → 𝑚𝑜𝑏𝑖𝑙𝑒 𝑛𝑜𝑡𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛) = 3 9⁄ = 0.33 
𝑆(𝑐𝑜𝑠𝑡 𝑣𝑖𝑠𝑢𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛) = 0.33; 𝑆(𝑚𝑜𝑏𝑖𝑙𝑒 𝑛𝑜𝑡𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛) = 0.77 

 

thus, 

 

𝑇(𝑐𝑜𝑠𝑡 𝑣𝑖𝑠𝑢𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 → 𝑚𝑜𝑏𝑖𝑙𝑒 𝑛𝑜𝑡𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛) = 0.33 − 0.33 0.77 = 0.08 
𝑆(𝑝𝑜𝑤𝑒𝑟 𝑠𝑢𝑝𝑝𝑙𝑦 → 𝑚𝑜𝑏𝑖𝑙𝑒 𝑛𝑜𝑡𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛) = 0.44;  𝑆(𝑝𝑜𝑤𝑒𝑟 𝑠𝑢𝑝𝑝𝑙𝑦) 

= 0.44; 𝑆(𝑚𝑜𝑏𝑖𝑙𝑒 𝑛𝑜𝑡𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛) = 0.77 

 

therefore, 

 

𝑇(𝑝𝑜𝑤𝑒𝑟 𝑠𝑢𝑝𝑝𝑙𝑦 → 𝑚𝑜𝑏𝑖𝑙𝑒 𝑛𝑜𝑡𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛) = 0.44 − 0.44 0.77 = 1 

 

If there are k objects in the database of transactions and all associations are binary (that is, they 

contain one object each in the condition and consequence), then it will be necessary to analyze k2𝑘−1 

associations. Because real transactional databases considered in data mining typically contain thousands of 

records, the computational cost of finding association rules is enormous. To ensure acceptable efficiency, 

algorithms are widely used in the process of generating association rules to reduce the number of associations 

that need to be analyzed. One of the most common is a technique based on the detection of so-called frequent 

sets, when only those associations that occur quite often are analyzed. This technique is called Apriori 

(Figure 3) [20]. 

 

 

 
 

Figure 3. Apriori algorithm for association rule learning 

 

 

The Apriori algorithm is a powerful technique used in association rule mining [20]. It involves 

several essential steps. First, data preprocessing occurs, where all data is transformed into binary form, and 
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the data type is adjusted. Next, the algorithm detects frequently occurring sets of elements, with a focus on 1-

element frequently occurring sets. Subsequently, item set generation takes place, creating potentially frequent 

item sets (referred to as candidates) and calculating their supports. Candidate verification follows, ensuring 

that candidate support values meet a minimum threshold. Finally, the algorithm extracts rules. To do so, it 

identifies all non-empty subsets of a frequently occurring set F. For each subset M, a rule of the form M → 

(F – M) is formulated if the rule’s conformity (C (M → (F – M))) is not less than the established threshold. In 

summary, the Apriori algorithm systematically uncovers valuable associations within data, making it a 

fundamental tool in data mining and decision-making processes. The analysis of association rules is 

constantly evolving. New techniques and algorithms are emerging. The importance of this data analysis 

technique for solving problems dealing with subject sets remains unchanged. 

 

 

4. RESULTS 

The research illustrates how DSS have evolved with advances in information technology. Initially 

rule-based, modern DSS have adopted machine learning and artificial intelligence, which has resulted in 

increased autonomy and complexity. DSS applications have spread across a wide range of sectors, helping 

with healthcare diagnostics, financial planning, fraud detection, and retail customer analysis. Despite 

technical breakthroughs, obstacles remain. Because of concerns about the correctness of growing artificial 

intelligence models, outcome verification techniques must be implemented. Furthermore, the report 

emphasizes data quality as a vital aspect in assuring exact analysis, noting issues in maintaining complicated 

algorithms as well as protecting data privacy and security. The article introduces decision algorithms, which 

are especially common in the domain of data mining within DSS. 

These methods, which are depicted in a tree-view structure, are useful in applications such as loan 

request sorting. The report does, however, address problems such as technological obsolescence and the 

importance of maintaining data quality for successful decision-making. Neural networks, which are widely 

used in the data mining industry, are marketed as complex systems that mimic the functions of the human 

brain. Their utility extends to areas like client relationship management. Nonetheless, the study emphasizes 

the dangers of technological obsolescence and the crucial need of preserving data quality for trustworthy 

results. The research describes a methodical approach to developing DSS. A feasibility study, project 

planning, and data analysis are all critical stages. Data analysis necessitates critical stages such as data 

purification, emphasizing the importance of a precise ETL procedure. DSS development relies heavily on 

centralized databases. The integration of data storage, OLAP, data mining, and business intelligence tools is 

emphasized in the study. For efficient decision support, big data storage architecture entails developing a 

logical model and establishing an ETL process, with data quality staying key. 

 

 

5. DISCUSSION 

The research thoroughly examined the growing landscape of DSS and data mining technologies, 

emphasizing their critical significance in modern information technology. The essay emphasized DSS’s 

transformation from rule-based systems to the present era of machine learning, artificial intelligence, and 

predictive analytics. DSS application domains were emphasized in particular, spanning from healthcare, 

banking, and retail markets [48]. Notable uses include healthcare diagnosis and treatment planning, financial 

budgeting and risk analysis, and retail customer analysis for segmentation and targeted marketing. Despite 

progress, difficulties like as data quality, algorithm maintenance, and data privacy/security were identified. 

While artificial intelligence has advanced substantially, the research correctly stated that there is a need for 

continual verification of outcomes. Furthermore, the need of quality data for proper analysis and the 

difficulties involved with maintaining complicated algorithms were emphasized.  

The paper delves into essential data mining techniques, with a special emphasis on decision 

algorithms, neural networks, and association rule analysis. Decision algorithms were characterized as a 

critical component of data mining, used for sorting data and generating judgements based on specified 

criteria. Neural networks, which simulate the activity of the human brain, have emerged as a dominating 

approach with applications in disciplines as diverse as customer relationship management and fraud 

detection [21]. 

The Apriori method, especially association rule analysis, was investigated as an effective tool for 

discovering patterns between related elements [20]. The necessity of frequent sets and support values in 

extracting meaningful rules from huge datasets was emphasized during the debate. The study not only 

provided light on the current status of DSS and data mining, but it also paved the way for future research 

areas. The necessity for a flexible architecture that combines data storage, OLAP, data mining, and business 

intelligence tools was stressed during the conversation. It emphasized the need of addressing issues such as 
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technology obsolescence, data quality, and system architecture in order to establish a successful DSS.  

The article finished by emphasizing the field's continual progress, with new approaches and algorithms 

always developing. It acknowledged the continuing relevance of data analysis techniques, particularly in 

tackling challenges involving topic sets, and hinted at future improvements in the discipline. In conclusion, 

the complete examination of DSS, data mining techniques, and their applications gave significant insights 

into the present status of decision support and data analysis technology. The problems mentioned are critical 

considerations for scholars and practitioners, paving the way for further breakthroughs in this dynamic 

subject. 

 

 

6. CONCLUSION 

Data mining DSS experience has also revealed that business users want the flexibility to establish 

their own library of classification rules, association rules, and cluster descriptions. Users should also be 

allowed to add their own comments to the archived rules in order to capture concepts implied or derived from 

the rules. The categorization algorithm will also be applied to new customers in the future to anticipate the 

category to which a new client may belong. These enhancements are scheduled to be implemented in the 

future. Association rule search techniques are designed to find all associations that satisfy the support and 

validity constraints imposed by the analyst. When analyzing big data, this leads to the need to consider tens 

and hundreds of thousands of associations. Processing so many rules manually is unrealistic. The number of 

rules needs to be reduced. However, support and conformity characteristics are not enough to narrow down 

the associations that are important to the system. It is required to provide filtering rules by significance. 
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