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 The purpose of this study is to determine the optimal eye aspect ratio (EAR) 

for a prototype capable of using computer vision techniques to detect driver 

sleepiness based on eyelid size changes. The prototype, developed with 

Raspberry Pi and OpenCV, provides a real-time evaluation of the driver's level 

of alertness. The prototype can accurately determine the onset of sleepiness 

by monitoring and detecting instances of prolonged eyelid closure. Due to the 

fact that the eye aspect ratios of different individuals vary in size, the system's 

accuracy may be compromised. For the first experiment, the research focuses 

on determining the optimal EAR threshold of the proposed prototype using a 

sample of 20 participants ranging in age from 20 to 30, 31 to 40, and 41 to 50 

years old. The study also examines the effects of various environmental 

conditions, such as dark or nighttime settings and the use of spectacle. The 

optimal EAR threshold value, as dedicated by the first experiment, is 0.225 

after testing 20 participants with and without eyeglasses in low and bright 

lighting and 7 participants with a 0.225 EAR threshold in dark and bright 

lighting environments. The result shows 100% precision. 
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1. INTRODUCTION 

Sleepiness is one of the primary causes of road accidents, accounting for 21% [1] of car crashes in 2015. 

Road accidents may be caused by several factors, such as being drunk, reckless driving, speeding, distraction, a 

low lighting environment, and so on [2]. There are several methods to avoid or prevent this from happening with 

the aid of technology. For example, eyelid size detection, the number of yawnings, the number of eye blinks, and 

so on. Besides, yawning is one of the symptoms of sleepiness. It is possible to detect the number of yawnings and 

blinks to determine if someone is feeling sleepy. A study found that aged subjects yawn less frequently than young 

adults, particularly during morning and mid-afternoon hours [3].  

The simplest way to determine if the driver is feeling sleepy is to detect the eyelid size by reading the 

eye aspect ratio, also known as EAR, in real-time with a camera. However, different people will have different 

eyelid sizes, especially among different age groups [4]. Therefore, this study is to determine the optimal eye aspect 

ratio for the majority of users with a developed prototype. The prototype was developed with a microcomputer (a 

https://creativecommons.org/licenses/by-sa/4.0/
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Raspberry Pi) attached to a night vision camera as its input and connected to a speaker as its output. When a driver 

closes their eye for approximately one second, the prototype assumes the driver is asleep and in a dangerous 

situation and plays an alarm sound accordingly to seek the attention of the driver. This invention is to prevent the 

driver from losing their eyesight on the road and falling asleep without awareness while driving.  

OpenCV (Open-Source Computer Vision), an efficient open-source computer vision library [5], [6], and 

BSD (Berkeley Software Distribution)—licensed software [6], [7], were utilized in the prototype to achieve the 

research objectives. OpenCV allowed the computer to “see” and analyze the real-world environment by 

mimicking the human eye [8]. The main feature of the prototype is to read the eyelid size of the driver by obtaining 

and calculating the EAR. In this study, there were two experiments carried out to determine the optimal EAR 

threshold for most of the users and evaluate the sensitivity of the optimal EAR threshold. The rest of the paper 

will be discussed as follows: Previous works and technologies used were reviewed in Section 2.0. Section 3.0 

explained the methodology of the prototype and how the experiment was being conducted. Section 4 explained 

and discussed the results of the experiments. 

 

 

2. PREVIOUS WORKS 

The previous study [9] proposes an image detection drowsiness system to detect the state of a car 

driver using the Eye Aspect Ratio (EAR) technique. The system is equipped with a Pi camera, a Raspberry Pi 

4, and a GPS module to detect and analyze the state of eye closure in real-time. The system is able to recognize 

whether the driver is drowsy or not with an accuracy of 90% under various conditions such as wearing 

spectacles, dim light, and microsleep. 

Another study [10] discusses detecting driver drowsiness based on adaptive thresholds using EAR 

and MAR. The system detects the face and determines the facial landmarks by which it can compute EAR and 

MAR to detect driver drowsiness based on an adaptive threshold. The system also uses head pose estimation 

to check the attention of the driver’s head with respect to the road. When the system detects that the driver is 

drowsy, it raises an alarm. 

Chandiwala and Agarwal [11] proposed a system that can detect driver drowsiness in real time and 

issue a timely warning. The method is non-invasive and uses the Eye Aspect Ratio (EAR) and Mouth Aspect 

Ratio (MAR) to quantify drowsiness by locating, monitoring, and analyzing both the eyes and mouth, even in 

the dark. Comparing the real-time EAR to the initial EAR of the drive and the MAR to a threshold of 20. The 

system notifies the user via text and audio alerts. A smart alarm system that can be deactivated by detecting a 

hand gesture is also proposed. To test the system, data is collected in real-time from the user. This system 

accurately predicted nine out of ten cases in both dark and light conditions, with various facial features, 

including glasses. 

The other study [12] proposed that, utilizing image processing techniques, the system captures video 

and identifies the driver's face in every frame. The system is able to detect facial landmarks, computes Eye 

Aspect Ratio (EAR) and Eye Closure Ratio (ECR), and uses adaptive thresholding to detect driver drowsiness. 

Using machine learning algorithms, the effectiveness of the proposed method has been evaluated. Using a 

random forest classifier, empirical results demonstrate that the proposed model can achieve an accuracy of 

84%. 

Additionally, this study [13] presents a method for detecting eye blinks in a series of real-time videos 

captured by a car dashboard camera. The suggested technique determines the facial landmark positions for 

each video frame and then extracts the vertical distance between the eyelids from the facial landmark positions. 

The algorithm that has been proposed estimates the facial landmark positions, extracts a single scalar quantity 

by making use of Eye Aspect Ratio (EAR), and identifies the eye closeness in each frame. In the end, blinks 

are recognized by employing the modified EAR threshold value in conjunction with a pattern of EAR values 

in a relatively short period of time. Experimental evidence indicates that the greater the EAR threshold, the 

worse the AUC’s accuracy and performance. Further, 0.18 was determined to be the optimum EAR threshold 

in their research. 

 

2.1. Extraction of Face Feature 

Only the driver’s eye information needed to be extracted instead of the entire driver’s face. After 

utilizing OpenCV to obtain frame-by-frame images containing human faces, dlib will be used to extract the 

characteristics of the faces. It includes a wide range of machine learning algorithms as well as numerous 

graphical model algorithms. It achieved an accuracy of 99.38% [14], [15] on the outdoor face detection 

database benchmark. The obtained facial information of humans will be converted into 68 points, as shown in 

Figure 1, and accessed with an array. In this study, only the eye data point is required, not the entire face. 

Therefore, the points between 37–42 (right eye) and 43–48 (left eye) were extracted for further processing. The 

rest of the points were omitted due to unnecessary data in this research. 
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2.2. Image pre-processing 

Imutils is a collection of convenient features for performing fundamental image processing operations 

using OpenCV and Python. These operations include translation, edge detection, rotation, scaling, 

skeletonization, contour sorting, and displaying images using Matplotlib [7, 16]. Using Imutils makes these 

tasks significantly easier compared to working with OpenCV alone. In this research, once the driver’s face is 

captured, it is used to convert the video into grayscale in terms of calculating the pixel value. The color does 

not make sense in this research. And also, it is used to convert the extracted landmark into a NumPy [17] array 

for the next step. 

 

2.3. Eyes Aspect Ratio 

As mentioned previously, only the eye information will be extracted in this research; these eye 

landmarks are retrieved by using an array to calculate the EAR value for identifying whether the driver falls 

asleep. The algorithm for getting the EAR value is as shown in Figure 2 [19]. The sum of the vertical distance 

will be calculated and divided by the horizontal distance multiplied by two. The EAR would drop to 0 when 

the eye closed, while rising to 3 when the eye open.  

The equations (1) and (2) are the algorithms to obtain the EAR value from the human’s eye. The sum 

of the vertical distances from the upper and lower eyelids will be calculated as (P2 + P6) + (P3 + P5). Once the 

vertical distance is obtained, divide it by two times the horizontal distance (P4 minus P1). So now the EAR 

value is obtained for one eye. In order to have an average EAR value for both eyes, just sum up two EARs, 

then divide by 2. 

 

EAR =  
𝑆𝑢𝑚 𝑜𝑓 𝑣𝑒𝑟𝑡𝑖𝑐𝑎𝑙 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒

2∗𝐻𝑜𝑟𝑖𝑧𝑜𝑛𝑡𝑎𝑙 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒
 (1) 

 

EAR =  
(P2−P6)+(𝑃3−𝑃5)

2 (𝑃1−𝑃4)
 (2) 

 

 
 

Figure 1. The 68 landmark points on the face [18] 

 

 

Figure 2. EAR of open and close eyes [19] 
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2.4. Algorithm of the pre-trained model 

 The Haar classifier algorithm detects objects. The characteristics of the image will be extracted in 

order to detect the item and determine what it is. Haar Cascading is a machine learning approach that involves 

drilling a classifier from a large number of positive and negative images [2, 19–23]. Object detection classifiers 

are implemented using Haar feature-based cascade classifiers, as shown in Figure 3. This classifier follows a 

machine learning process in which a cascade operation from the photographs is instilled to discover objects in 

further photos, as shown in Figure 3(a). Face recognition and facial expression identification in images are also 

successful. The session concludes with the classifier being shown positive and negative images. The properties 

are then extracted from the image, as shown in Figure 3(b). By dividing the sum of the pixels in the white and 

black rectangles, each characteristic has a distinct value. There are three features or masks in this recognition 

process, which are edge, line, and four rectangles [9, 23]. These various features have different functionality 

or results depending on the image pixel. 

 

 

 

 
(a) (b) 

 

Figure 3. Haar Cascade face recognition of (a) process of face recognition and (b) the kernel of Haar Cascade 

 

 

3. METHOD 

The methodology of development is shown in Figure 4, since all the functions or features have to be 

completed before we start testing. Communication or user involvement is unnecessary in this prototype 

development process. The current development status and progress in each phase of the research methodology 

are explained further in the following sub-sections. Also, two experiments have been carried out to determine 

the optimal EAR threshold for different age categories, with and without a spectacle, and in dark and bright 

lighting environments. 

 

 

 
 

Figure 4. Methodology of this research 

 

3.1. Requirement Research 

Prior to commencing the experiment, limited research, studies, and discussions were conducted, 

focusing on the EAR algorithm, the technology required for the experiment, and cost-effective hardware and 

software. The Raspberry Pi is selected for its high portability and affordability. OpenCV is open-source, 

allowing for easy editing and sharing, along with numerous documentation and references. The programming 

language chosen was Python due to its abundance of high-functionality libraries and its widespread popularity, 

particularly for tasks related to artificial intelligence and computer vision. 

 

3.2. Design and Development 

Figure 5 shows the workflow of the prototype. Firstly, the camera was scanning and screening to see 

if a face was detected; if so, it proceeded to the next step. Once the human face is shown in the camera area, 

the data is converted into 68-point facial landmarks, and then only left eye and right eye data are extracted for 

further processing. Next, the size of both eyes was calculated based on the EAR algorithm in Figure 2, and an 

average value was obtained from both eyes. Lastly, if the result of the average value is below the threshold and 

persists for more than 1 second, the system plays an alarm sound, indicating sleepiness is detected. 
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Research 

Design & 

Development 
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A straightforward user interface was developed in order to facilitate the process of conducting our 

experiments and ensure that we have accurate records, as shown in Figure 6. On the user interface, a number 

of important and helpful pieces of information were displayed. Figure 6(a) shows that the eye is still open, and 

Figure 6(b) shows sleepiness detected. These included the EAR value, the number of times the eye was closed, 

the frame rate, and a warning message that appeared when the user was detected to be sleepy. 

 

3.3 Experiment Setup 

In this experiment, the duration of the closing eye is set as a constant because the human eye-blinking 

speed is 572 ± 25 ms [24]. Looking away from the forward roadway for more than two seconds can be 

dangerous [25]. As a result, this research prototype (shown in Figure 7) is set to one second, which means that 

if the driver closes their eyes for longer than one second, an alarm sound is played. The duration is not measured 

in seconds, but in video frames; the frame changes from time to time within the range of 8-12 FPS; thus, the 

conversion from frame to second is performed to consistently record the experimental data. For this purpose, 

at 8 FPS, the prototype's fastest time is processing 10 frames, indicating a duration of 0.833 seconds, which is 

still longer than the human maximum blinking time of 0.597 seconds and meets the needs and requirements of 

this experiment. Hence, the threshold of the frame is set to 10. 

Eyelid size can vary depending on age and size, resulting in varying EAR thresholds among users. 

During the first experiment, 20 participants were tested with three variables to determine the optimal EAR 

threshold. The initial variable includes three age groups: 20-30 (12 participants), 31-40 (6 participants), and 

41-50 (6 participants). The second variable contains four different EAR threshold parameters: 0.18, 0.2, 0.225, 

and 0.25. Some of them looked good wearing spectacles, while others did not. The third variable entails testing 

the prototype in both bright and dark environments to determine its performance under low-light conditions. 

When a participant closed their eyes, the prototype manually measured the time until the alarm sound played. 

The assessment was carried out to ensure that the research prototype functioned properly within the specified 

timeframe of about one second, under the various conditions previously mentioned. These conditions include 

a variety of age groups and lighting settings. Three different testing parameters are used to calculate the average 

time for all participants at each EAR threshold: 1) EAR threshold, 2) age category, and 3) lighting conditions. 

When the prototype detects the participant's eyes closing, it sounds an alarm that lasts longer than the longest 

human blink, confirming its proper functionality. The shortest time will be recorded. 

Seven participants had been tested in the second experiment; the determined optimal EAR threshold 

from experiment 1 would be used to test its sensitivity in this experiment. Participants are required to open and 

close their eyes for ten seconds in both dark and bright light environments and without wearing spectacles to 

see if the built prototype can consistently be detected under the selected optimal EAR threshold. Figure 7 (a) 

and (b) show the experiment setup in a discussion room with a participant. 

 

 

 
 

Figure 5. Workflow of the developed prototype 

 
(a) 

 

 
(b) 

 

Figure 6. The user interface of (a) open eyes and 

(b) closed eyes 
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                                       (a)                                                                                (b)                          
 

Figure 7. Experiment setup, (a) experiment, and (b) lighting setup 

 

 

4. RESULTS AND DISCUSSION 

Figure 8 shows the average time taken by the research prototype for the age 20–30 category.  

Figure 8 (a) shows the average time taken by the research prototype for the age 20–30 category in a dark or 

low-light environment. There were 12 participants in this category. From the result, the EAR threshold with 

0.25 has the fastest reaction time among all 4 thresholds (0.18, 0.2, 0.225, and 0.25), but it has only 7 out of 10 

valid data points (false negative and false positive data were counted as invalid), while 0.225 has the second 

fastest time consumed by the research prototype to react, but it has 9 out of 10 valid data points. Therefore, 

0.225 was chosen with consideration of the time and number of valid data points. In Figure 8 (b), the same 

participant, but tested in a bright environment, had the fastest reaction by the research prototype with 8 valid 

data points. While 0.18 had the second highest among all thresholds, it only had 5 out of 10 valid tested data. 

While the 0.225 EAR threshold had the highest valid data, which was 9 out of 10, Therefore, the 0.225 threshold 

has been chosen for this category.  

Figure 9 displays the typical time required by the research prototype for the age group of 31 to 40. 

Figure 9 (a) displays the result of the dark environment for the age 31–40 category, with a total of 6 participants. 

Unlike the result in the previous experiment, the EAR threshold with 0.225 had the shortest time among the 

four thresholds. But only with 4 valid data points out of 6, while for 0.25, it had 5 out of 6 valid tested data 

points. Therefore, 0.25 was chosen for this category, which was the age between 21 and 40 in a dark 

environment. Figure 9 (b) explains the experiment result for the age 31–40 category, but in a dark or low-light 

environment, the same result as when tested in a bright environment. 0.225 had the fastest time taken by the 

research prototype to detect the condition that users were closing their eyes for more than 1 second, and it had 

5 out of 6 valid data points. Apparently, the 0.225 EAR threshold won the prize here. 

The next experiment had a total of 6 participants in the age 41–50 category. Figure 10 displays the 

typical time required by the research prototype for the age group of 31 to 40. In Figure 10 (a), the 0.25 threshold 

had the fastest reaction time tested by the research prototype, but it only had 4 valid data points out of 6. While 

0.225 and 0.2 had 5 valid data points out of 6, in this case, 0.225 had a faster reaction time compared to 0.2. 

Therefore, 0.225 was chosen from this experiment. Figure 10 (b) displays the result of 0.25, which is the best 

EAR threshold value among all 4 thresholds, but it only has 3 valid data points out of 6, which is only 50% 

correct. While 0.2 and 0.225 had 5 out of 6 valid data points, which is 83.33% valid data in this experiment, 

0.225 has a faster reaction time taken by the system. Therefore, 0.225 has been chosen in this experiment. 

From the experiment, there is an interesting result: when a participant was wearing spectacles, it had 

a serious effect on the research result, especially the thick glasses. That was one of the reasons that made the 

result invalid, as shown in Table 1. The optimal value for each age category for dark and bright lighting has 

been chosen as shown in Table 1. In conclusion, the EAR threshold of 0.225 seems to be the optimal value, as 

5 out of 6 results show this value, while only the 31–40 age category has a better result in a dark environment. 

As shown in Table 2, the selected EAR threshold of 0.225 from the first experiment appears to be 

working well for these seven participants. The research prototype detected 7 out of 7 cases correctly when 

participants closed and opened their eyes for longer than one second. This is likely due to the participants' 

larger eyes, which prevented the research prototype from sounding even when they kept opening them. In 

contrast, in the first experiment, with an EAR threshold of 0.25, the research prototype sounded even when the 

participants did not close their eyes because the detected EAR value was still below the threshold. 
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Figure 11 explains the performance of the 0.225 EAR threshold in the confusion matrix. The true 

positive and true negative matrix had 100% precision with the selected EAR threshold in the second 

experiment. Therefore, 0.225 is the optimal threshold based on this research. 

 

 

  

(a) (b) 

Figure 8. Average time taken for age 20-30 category, (a) dark environment, and (b). bright environment 

 

 

  

(a) (b) 

Figure 9. Average time taken for age 31-40 category, (a) dark environment, and (b). bright environment  

 

 

  

(a) (b) 

Figure 10. Average time taken for age 41-50 category, (a) dark environment, and (b). bright environment 

 

 

Table 1. The performance in different lighting environment 
Age (Years old) Dark (EAR) Bright (EAR) 

20-30 0.225 0.225 

31-40 0.25 0.225 

41-50 0.225 0.225 
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Table 2. The performance of 0.25 EAR 
Participants Eyes Open Eyes Closed 

Participant 1 Alarm not sound Alarm sounds 

Participant 2 Alarm not sound Alarm sounds 

Participant 3 Alarm not sound Alarm sounds 

Participant 4 Alarm not sound Alarm sounds 

Participant 5 Alarm not sound Alarm sounds 

Participant 6 Alarm not sound Alarm sounds 

Participant 7 Alarm not sound Alarm sounds 
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Figure 11. Confusion matrix of the experiment result. 

 

 

5. CONCLUSION 

The optimal EAR threshold was determined to be 0.225 after conducting two experiments: one to 

identify the optimal threshold and another to assess its sensitivity. This threshold appears to be effective across 

various age groups and lighting conditions. The second experiment yielded a favorable result of 100% with 

0.225, indicating that the research prototype functioned logically without any detection errors or faults among 

the 7 participants. The prototype performed effectively in low-light conditions due to the inclusion of two 

infrared lights integrated into the camera, eliminating the need for wearing glasses. Additionally, the tested 

prototype has limitations, such as the inability to detect faces when a user is wearing a mask due to the 

requirement for the prototype algorithm to capture the human face before obtaining their eye information. 

Wearing thick glasses can impact the accuracy of the tested prototype or lead to detection errors. Position the 

prototype being tested in front of the driver in a way that does not block their vision. It is crucial because the 

prototype depends on detecting both the left and right eyes. Users need to customize the prototype's height to 

align with their eye level and adjust its angle horizontally for optimal performance. There are limited 

prospective studies that can be conducted in the future. The accuracy of the prototype determines the ideal 

mouth size for yawning. The ideal frequency of yawning for various age groups of participants. Additionally, 

researching distraction is also feasible. For instance, using a phone, moving one's head, or observing the 

surroundings while the vehicle is in motion. These secondary tasks while driving are also contributing factors 

to car accidents on the road. 
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