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 In this work, we have used the surrogate model assisted differential 

evolution (SADEA) to model a one and two-element inset-fed patch antenna 

array to optimize its parameters for efficiency and usability. The microstrip 
patch antennas operates in a frequency band of 2.4 GHz. The optimization 

process focused on fine-tuning the patch length, patch width, and notch 

width to enhance key performance metrics directivity, return loss, and 

bandwidth. The design is made in CST software with an FR-4 substrate and 
simulated in the ADE1.0 software a MATLAB toolbox. Significant 

enhancements were achieved including a directivity gain of 3.04 dB, and 

5.58 dB a return loss of -19 dB, -16 dB, and an expanded impedance 

bandwidth from 0.0798 GHz, 0.0588 GHz to 0.0951 GHz, 0.0824 GHz 
respectively. The antenna was constructed and then measured. The findings 

showed that the measurements and the fabrication process closely matched, 

especially in terms of return loss. 

Keywords: 

ADE 

Expanded bandwidth 

Inset-fed patch 

Parameter optimization 

Performance metrics  

SADEA  
This is an open access article under the CC BY-SA license. 

 

Corresponding Author: 

Magnoudewa Alaba 

Department of Electrical Engineering (Telecommunication Option) 

Pan African University, Institute for basic Science Technology and Innovation (PAUSTI) 

Nairobi, Kenya 

Email: alaba.magnoudewa@students.jkuat.ac.ke 

 

 

1. INTRODUCTION 

The ever-growing population and high demand for wireless communication systems require reliable 

and efficient data transfer communication where antenna play a key role [1]. To maximize the effectiveness 

of engineer's designs, optimization is typically required across all engineering specialties [2]. The 

fundamental microstrip patch antenna consists of a radiating patch, usually composed of conductive materials 

like copper or gold, on one side of a dielectric substrate and a ground plane on the other [3]. The 2.4 GHz 

frequency band is widely used in internet of things (IoT) due to its compatibility with existing technologies, 

versatile range, cost-effectiveness, and global standardization [4]. Although optimization can improve the 

performance of antennas, conventional techniques are computationally costly [5]. The development of 

surrogate model-assisted differential evolution for antenna synthesis (SADEA) offers a significant 

improvement in efficiency over conventional methods to tackle this issue [6]. SADEA optimizes antenna 

designs efficiently by combining differential evolution (DE) with surrogate modeling, which is especially 

useful for intricate systems. Antenna design explorer (ADE) is a tool designed to help antenna engineers 

explore designs more effectively with SADEA by giving priority to functionality, generality, and usability [7]. 

https://creativecommons.org/licenses/by-sa/4.0/
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The optimization of a rectangular inset-fed patch microstrip antenna for IoT applications using the (SADEA) 

algorithm is proposed. 

Singh and Tripathi [8] conducted a survey on microstrip patch antennas, highlighting their 

advantages over conventional microwave antennas like reduced weight, volume, and cost. They explored 

different types, feeding techniques, and applications, comparing them to traditional microwave antennas. The 

survey also explored array configurations to address drawbacks like low gain or limited power handling 

capacity. Overall, the survey provided a comprehensive overview of microstrip patch antennas.  

Khaliluzzaman et al. [9] have developed a new H-shaped wideband microstrip patch antenna for wireless 

local area network (WLAN) applications at 4 GHz. The antenna, made of Rogers RT-5880 substrate, features 

a rectangular patch with dimensions of 29.6 mm width and 24.5 mm length. The antenna's performance was 

enhanced by incorporating a pair of slits along a radiating edge, resulting in superior bandwidth and multiple 

resonant frequencies. This antenna holds potential for widespread WLAN applications. Sinha et al. [10] 

developed a 2×2 rectangular microstrip phased array antenna for global system for mobile communication 

(GSM) applications. The design, tested using a high-frequency structure simulator (HFSS) simulator on a 1.5 

cm thick RT Duroid substrate, achieved superior performance at 900 MHz center frequency. Simulated 

results showed gain values averaging 13-14 dBi, ideal for GSM applications. The antenna's efficacy was 

confirmed through measured and simulated data for resonant frequency, return loss, and radiation patterns.  

The study by Vijayalakshmi and Rubasri [11] focused on designing and simulating microstrip 

circular patch antenna arrays using edge feeding techniques for WLAN applications on the 2.4 GHz 

frequency range. The antennas were made with FR-4 Epoxy Glass Substrate for improved performance. The 

HFSS software tool was used to simulate the arrays and evaluate parameters like gain, return loss, radiation 

pattern, and voltage standing wave ratio (VSWR) at high frequencies, and an 8×8 multiple-input multiple-

output (MIMO) antenna array was developed, capable of transmitting signals up to -20 dBm within 62 mm 

space and providing a 5 dB gain over the frequency range of 2.40 GHz to 2.5 GHz. The researchers's study 

focused on designing microstrip patch antennas using an artificial neural network (ANN) model in [12]. 

Their innovative approach involved in reduce ground size to achieve an ultrawideband frequency range, a 

technique that outperforms traditional electromagnetic simulation software. The method extracts crucial 

parameters for antenna design at specific frequencies, eliminating the need for iterative procedures or 

expensive software packages. The study compares the ANN results with experimental data, finding the radial 

basis function network for its accuracy and speed in implementing the proposed antenna design. 

Dundar et al. [13] investigated the use of artificial intelligence (AI) in designing and optimizing 

microstrip antennas. It used data from 144 simulations using Hyper-Lynx® 3D EM electromagnetic 

simulator and two machine learning models: the multilayer perceptron (MLP) and the K-nearest neighbors 

algorithm model. The firefly algorithm is used for optimization, enabling simulation of the antenna model 

using CST Studio Suite 2011 software. The research highlights the potential of AI in improving microstrip 

antenna design and optimization processes. Gouda and Mehta [14] explored software cost estimation in early 

stages of software development by introducing novel adaptive mutation operators, including a syndrome 

adaptive mutation operator, to enhance solution diversity. They used meta-heuristic algorithms to optimize 

mathematical and software models, offering solutions for accurately predicting software parameters. 

Comparative analyses show superior mutation results compared to standard algorithms, demonstrating 

enhanced predictive capabilities for cost estimation and potential for accurate software parameter forecasting. 

A self-adaptive collaborative differential evolution algorithm (SADEA) to solve the ERM problem under 

uncertainty was proposed in [15]. SADEA uses a three-stage adaptive collaboration strategy, including 

boundary randomization, knowledge-assisted collaboration, and range restructuration, to generate 

collaborative solutions. Different DE strategies are selected based on count values and random factors. The 

algorithm's legitimacy and robustness are ensured through boundary control, elite selection, and retention. 

Compared to other algorithms, SADEA outperforms them in objective function, ranking index, and 

convergence, making it effective in handling uncertainty. 

The researchers presented a method for optimizing human activity recognition (HAR) using a 

SADEA-I [16]. The approach refined signal processing, adaptive thresholding, and classification parameters, 

resulting in accuracies of 89.41% and 93.54%, respectively. The method was evaluated with support vector 

machine (SVM) and AlexNet, highlighting its performance improvements, and also offered advantages like 

contactless operation and privacy preservation. The method showed significant accuracy enhancements 

compared to manually tuned systems, with SADEA-I optimization leading to substantial reductions in error 

rates. The study in [17], focused on optimizing a bowtie-dipole antenna for through-the-wall imaging using a 

hybrid approach that combined finite difference time domain and method of moment's computational 

electromagnetic techniques. The antenna shapes were parameterized using the SADEA, which integrates the 

capabilities of a CST microwave studio electromagnetic design environment with MATLAB computing and 

programming. The compact ultra-wideband antenna, measuring 12.87 mm×28.62 mm, is achieved with 
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optimal parameters. The author introduced the DE algorithm, renowned for its high resolution and 

optimization speed in continuous spaces. A solution for optimizing antenna designs in commercial 

electromagnetic simulation software known as ADE was introduced. It incorporates advanced antenna design 

exploration methods, efficient optimization, and multi-objective optimization. ADE offers usability features, 

automatic parameter setting, and interactive stopping criteria. It is compatible with existing simulators and 

optimizers [18]. 

The literature review highlights the potential of SADEA in improving antenna designs, but there is 

limited research on optimizing SADEA for high gain, return loss and other parameters in patch array 

antennas, particularly for IoT applications. The paper explores the optimization of an antenna operating at  

2.4 GHz using the SADEA algorithm. To improve important performance parameters including directivity 

gain, return loss, and bandwidth, the optimization method concentrated on adjusting several parameters, 

including the length and width. Additionally, the study emphasized the significance of effective antenna 

design in reducing propagation losses in IoT technologies, as well as the crucial role optimization techniques 

play in communication systems. The expanding importance of MATLAB in communication engineering is 

reflected in the paper's discussion of the usefulness of ADE software, a MATLAB toolbox, and the CST suite 

for antenna design and simulation. Additionally, the DE algorithm is introduced, renowned for its 

effectiveness in antenna design and analysis, offering high resolution and optimization speed in continuous 

spaces. In summary, the paper demonstrates the efficacy of the SADEA algorithm in optimizing microstrip 

antenna performance, underscoring the significance of efficient antenna design in addressing the challenges 

posed by IoT technology. This study focuses on creating one and two microstrip patch antennas using CST 

Studio, then simulating the results using ADE software to optimize the CST software original design. The 

structure of the paper is as follows: the literature review is covered in the second section, the methodology is 

described in the third, the results are presented and discussed in the fourth, and concluding in the final 

section. 

 

 

2. METHOD  

The proposed antenna design methodology involves conceptualizing, creating, optimizing, and 

fabricating the final design. Initial design considerations include selecting the antenna type, determining 

parameters, and applying optimization techniques. The antenna is then fabricated using appropriate 

techniques and materials for consistency and reliability. 

 

2.1.  Antenna design and dimension 

In the realm of antenna engineering, the microstrip patch antenna is ingeniously depicted within the 

"Transmission Line model". Here, in Figure 1 the antenna materializes as a purposeful conductor with 

defined dimensions a width denoted as 'W,' a height specified as 'h,' and a distinct length identified as 'L', as 

shown in Figure 1(a). Notably, the antenna's height 'h' is intricately calibrated within the nuanced range of 

0.333 λ₀ to 0.5 λ₀ as Figure 1(b) illustrate. Adding a layer of sophistication, the substrate, often fashioned 

from FR-4, contributes to the antenna's overall performance, emphasizing a seamless fusion of material 

science and electromagnetic precision. Figure 1(c) is the fabricated view of the single microstrip antenna. 

Figure 2 shows the perspective, front, and fabricated view of the two elements. Figure 2(a) reveals the 

perspective view and the layer of the antenna while Figure 2(b) shows the front view. The effective 

functioning of a microstrip antenna is intricately tied to its dimensions as shown in Figure 1, which are 

determined by established design equations. These equations act as essential guides, enabling the calculation 

of specific patch dimensions critical for achieving optimal antenna performance. They offer a systematic 

framework for arriving at the necessary dimensions, ensuring the antenna meets the desired performance 

criteria. Figure 2(c) is the fabricated view of the double-patch microstrip antenna. 
 
 

 
  

(a) (b) (c) 

 

Figure 1. Single proposed MPA view layout in CST microwave: (a) front, (b) bottom, and (c) measured  
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(a) (b) (c) 

 

Figure 2. MPA array 1×2 or double view layout in CST microwave: (a) perspective, (b) front, and  

(c) measured 

 

 

Design steps are as follows: effective dielectric constant, 𝜀rff Using the formula by [19], [20] The 

relative effective permittivity is calculated from the value obtained from (1). 

 

𝜀𝑟𝑒𝑓𝑓  =  
(𝜀𝑟 +1)

2
 +

(𝜀𝑟 −1)

2
 [1 + 12

ℎ

𝑤
]

−
1

2
 (1) 

 

Where h is the thickness of the substrate in mm, Wp is the width of the patch in mm. The patch width,  

 

𝑊 =  
𝑐

2𝑓√
𝜀𝑅 +1

2

  (2) 

 

Effective length, Leff, 

 

𝐿𝑝 =  
𝐶

2𝑓√𝜀𝑅𝑒𝑓𝑓
    𝐿𝑒𝑓𝑓  = 𝐿 + 2∆𝐿 ∆𝐿 = 0.412ℎ (

𝜀𝑅𝑒𝑓𝑓 +0.3

𝜀𝑅𝑒𝑓𝑓 −0.258
) +  

𝑤(𝑖)

ℎ
 +0.264

𝑊(𝑖)

ℎ
 −0.258

         (3) 

 

Where, Lp=length of patch, εeff=effective substrate, Wp=width of patch+∆L=fringing field of the antenna 

Ground dimensions, 

 

𝐿𝑔 =  6ℎ + 𝐿𝑝  𝑊𝑔 = 6ℎ + 𝑊𝑝 (4) 

 

where Wg and Lg are the ground plane's width and length, respectively, in millimeters. 

The antenna parameters outlined in this study are computed and simulated using CST Microwave 

Studio. The substrate employed is FR-4, characterized by a relative permittivity of 4.3. The schematic of the 

microstrip antenna design is illustrated in Figures 1 and 2. The antenna dimensions are outlined in a Table 1. 

 

 

Table 1. Antenna parameters and dimension 
Parameter Dimension (mm) 

Frequency 2.4 GHz 

Ground Length, Lg 39 

Ground Width, Wg 48 

Length of the patch Lp 29 

width of the patch Wp 38 

Height of substrate 1.6 

Dielectric Constant 4.3 

Feedline insertion, fi 1.6 

Loss Tangent 0.025 

Width of feedline, Wf 3.13 

Ground Thickness, Ht 0.035 

 

 

2.2.  Optimization of antenna using the SADEA algorithm 

SADEA integrates the DE algorithm for parameter optimization and the gaussian process (GP) 

model for performance prediction, effectively reducing computational costs and accelerating convergence in 

complex tasks such as antenna synthesis. In the following sub-section, the GP process and the DE algorithm 

are explained. The ADE used for the SADEA optimization is underlined with their architectures. 
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2.2.1. Gaussian process 

In GP, the objective function follows a GP. It predicts new point values and uncertainty based on 

existing data, aiding in candidate selection for evaluations. Assume we possess 𝑛 training data 𝑥 =

(𝑥1,   𝑥2, … … 𝑥𝑘) with associated exact function values 𝑦 = (𝑦1,𝑦2 … … . 𝑦𝑘). Employing the GP model 

alongside the correlation function 𝐶(𝑥𝑖,𝑥𝑗,) , we can forecast the function value 𝑦(𝑥𝜏) at a new point 𝑥𝜏 as 

follows [21]: 

 

�̂�(𝑥𝜏) =  𝜇 + 𝑟𝑇𝑍−1(𝑦 − 𝐼𝜇)  (5) 

 

where,  

�̂� = (𝐼𝑇𝑍−1𝐼)−1𝐼𝑇𝑍−1𝑦  

𝑍𝑖,𝑗 = 𝐶(𝑥𝑖 ,𝑥𝑗), 𝑖, 𝑗 = 1,2, … . , 𝑘  

 

𝑟 =  [𝐶(𝑥𝜏 , 𝑥1), 𝐶(𝑥𝜏 , 𝑥2), … . . 𝐶(𝑥𝜏, 𝑥𝑛)] (6) 

 

In (7) provides an illustration of a correlation function. 

 

𝐶(𝑥1𝑥2) = 𝑒𝑥𝑝(− ∑ 𝜃𝛾|𝑥𝑖
𝛾

− 𝑥𝑗
𝛾|𝑑

𝛾=1 𝑝𝛾)  𝜃𝛾 > 0,1 ≤ 𝑝𝛾 ≤ 2 (7) 

 

Here, 𝜃𝛾  is the correlation parameter controlling correlation decrease, and 𝑥𝑖
𝛾
 relates to function smoothness, 

with 𝑥𝛾 being associated. where d denotes dimension of x. The parameters 𝜃𝛾 and 𝑝𝛾 are determined by GP 

maximizing the likelihood function. 

 

𝑚 =
1

(2𝜋)
𝑛

2⁄ (𝜎2)
𝑛

2⁄ |𝑍|
1

2⁄
𝑒𝑥𝑝 (−

(𝑦−𝐼𝜇)𝑇𝑍−1(𝑦−𝐼𝜇)

2𝜎2 ) (8) 

 

Here, I denote a vector of ones. where 𝜃𝛾 and 𝑝𝛾 are given by setting the derivatives of the likelihood 

function to zero, 𝜇 becomes �̂� derived from (6), and 𝜎2 is be computed. 

 

�̂�2 = (𝑦 − 𝐼�̂�)𝑇𝑍−1(𝑦 − 𝐼�̂�)𝑛 − 1 (9) 

 

By replacing �̂� and �̂�2 in (8) it maximized it to obtain an estimated of 𝜃𝛾 and �̂�𝛾. 

 

�̂�2(𝑥𝜏) = �̂�2[𝐼 − 𝑟𝑇𝑍−1 + (𝐼 − 𝑟𝑇𝑍−1𝑟)2(𝐼𝑇𝑍−1𝐼)−1] (10) 

 

The prescreening methods is used to measure the candidate design using (5) and (10). The introduction of the 

lower confidence bound (LCB) prescreening that is used in SADEA given a problem minimization. 

 

𝑦𝑙𝑐𝑏(𝑥) = �̂� − 𝑤�̂�(𝑥) (11) 

 

W being a constant, which is to (2). In [18], [22] there is explanation that can be found. 

 

2.2.2. Differential evolution 

DE [22] is a widely used population-based metaheuristic algorithm for continuous optimization, 

incorporated into SADEA. Several DE mutation strategies exist, each offering different trade-offs between 

convergence rate and population diversity. The characteristics of various DE mutation strategies within the 

SADEA framework have been examined in [22]. A few information will be presented. 

Let S the population and best element in S is 𝑥𝑏𝑒𝑠𝑡, where 𝑥 = (𝑥1,……..𝑥𝑑) is an element solution in 

S. For child solution generation 𝑢 = (𝑢1,…..,𝑢𝑑) for x. Mutation: DE/current-to-best/1 and DE/best/1. 

 

𝑦𝑖 = 𝑥𝑖 + 𝐹(𝑥𝑏𝑒𝑠𝑡 − 𝑥𝑖) + 𝐹(𝑥𝑟1 − 𝑥𝑟2)  𝑦𝑖 = 𝑥𝑏𝑒𝑠𝑡 + 𝐹(𝑥𝑟1 − 𝑥𝑟2) (12) 

 

F being the constant ranging (0,2], 𝑥𝑖 an element of S where 𝑥𝑟1 𝑎𝑛𝑑 𝑥𝑟2 are two random solution chose 

from S but not the same as 𝑥𝑏𝑒𝑠𝑡. 𝑦𝑖 is the donor vector after mutation. 

Crossover: child production 𝑛 as follows: let select a variable index 𝑘𝑟𝑎𝑛𝑑 is set as ∈  {1, . … . , 𝑑} where 

when 𝑘 = 1 to 𝑑 generate random numbers in the range [0,1]. 
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𝑛𝑖,𝑗 = {
𝑦𝑖𝑗,         𝑖𝑓 (𝑟𝑎𝑛𝑑 ≤𝐶𝑅)𝐽=𝑘𝑟𝑎𝑛𝑑

𝑥𝑖,𝑗,                                𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (13) 

 

CR is the crossover rate in the range of [0,1]. In [21] details can be found for more explanation. 

In order to improve the return loss and increase the gain we adjusted the antenna using the SADEA 

technique, described in [23], using the ADE optimization tool. The algorithm that optimizes the antenna's 

performance is shown graphically in Figure 3. The SADEA algorithm comprises 7 steps for antenna design 

exploration. In the final stage, promising child solutions undergo electromagnetic (EM) simulations and are 

included in the database for iterative refinement [24], [25]. The DE/best/1 mutation strategy, employed in DE 

algorithms, aims to generate new candidate solutions by perturbing the best solution found so far (denoted as 

"best") and two randomly selected solutions from the current population. The mutation operation, defined as 

in (12) involves parameters such as yi for the new candidate solution, xbest for the best solution, xr1 and xr2 for 

randomly selected solutions, and F as the scaling factor controlling the perturbation magnitude. Following 

mutation, the crossover operation combines candidate and parent solutions to generate the final child 

solution. In the DE/best/1 mutation strategy, binomial crossover, a stochastic operation, is typically used, 

randomly selecting elements from both the candidate and parent solutions [24]. 
 

 

 
 

Figure 3. Flow diagram of SADEA optimization 
 

 

2.3.  Antenna design explorer 

ADE is MATLAB's Toolbox that provides a complete environment for designing and optimizing 

antennas, enabling engineers and researchers to create antenna structures that meet specific performance 

criteria. It is a powerful tool that can save time and improve the accuracy of antenna design and optimization 

compared to traditional methods this technique has been well explained in [18]. Figure 4 shows the working 

layout of the ADE. Figure 4(a) shows the architecture and Figure 4(b) the start window of the ADE 

respectively. 
 

 

 
 

(a) (b) 
 

Figure 4. Architecture and start window (a) ADE architecture [7] and (b) ADE starting window 
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The algorithm explanation comprises the following phases [18]: 

A- Design variable setup with respective ranges. 

B- Imposition of geometrical constraints, addressed efficiently without costly EM simulations using ADE. 

C- Specification of simulation settings for CST Microwave Studio, including installation path, solver type, 

and estimated simulation time. 

D- Creation of a dataset, specifying desired responses for optimization, either through CST simulation or 

other EM tools like MATLAB. 

E- Establishment of objective function(s) based on selected responses, facilitated by an m-file template. 

F- Setting constraints based on identified responses, also using an m-file template. 

G- Validation of objective and constraint functions for a single design, and exploration of the design 

landscape through sample verification. 

H- Selection of optimization algorithms and parameter setup, including embedded optimizers or custom 

algorithms for antenna design exploration 

 

 

3. RESULTS AND DISCUSSION  

This section provides an overview of the outcomes and analyses of the design and experiment. The 

discussion of the findings starts with the examination of the system's performance and the ADE optimization, 

including the results of return loss (expressed in decibels), VSWR, and far-field gain. This is accomplished 

by using the CST Studio software in conjunction with the ADE1.0 MATLAB toolbox. 

 

3.1.  The system evaluation performance 

The design, modeling, and simulation of single and double microstrip patch antennas in CST Studio, 

optimized with SADEA in ADE 1.0, yield substantial enhancements. Initial CST results at 2.4 GHz exhibit 

return loss S11 values of -17.95 dB and -9.73 dB, with gains of 2.60 dB and 4.6 dB for single and double 

patch antennas, respectively. Following optimization with SADEA, S11 values improve to -19.89 dB and  

-16.09 dB, with gains reaching 3.04 dB and 5.58 dB, respectively. Fabrication validates the design's 

effectiveness, although slight deviations in resonance frequencies between simulation and measurement arise, 

primarily due to cable and SMA plug losses affecting the S11 shift. Despite these discrepancies, all S11 

values remain below -10 dB, affirming satisfactory performance. Illustrated in Figures 5 and 6 is the 

optimization graph where Figures 7 to 9 are simulated results for S11, VSWR, and gain, respectively, with a 

comprehensive summary provided in Figure 10 and Table 2. Additionally, Table 3 offers a comparative 

analysis with other studies, emphasizing the efficacy of the proposed antenna design. 

 

3.2.  The optimization in ADE 1.0 

When analyzing optimization results, two key factors are crucial: population diversity and 

convergence trends. Population diversity, as measured by the standard deviation among individuals, indicates 

the range of solutions explored. Low diversity suggests a limited potential for improvement, as shown in 

Figure 5(a) with a value of 0.659 and Figure 5(b) with a value of 0.338. The convergence trend, observed 

through ADE 1.0, shows the best solution's performance over iterations. In the provided test case in  

Figure 6(a), significant progress is evident after 230 simulated iterations, with clear convergence and minimal 

diversity around 500 simulated iterations, whereas Figure 6(b) also reaches its peak at 230 simulated 

iterations, with clear convergence and minimal diversity around 350 simulated iterations, signaling the end of 

optimization of the single and double elements, respectively. It also shows the dialogue on how the 

optimization can continue and the result of the optimization. 

 

3.3.  Return loss 

Return loss in RF systems measures power transfer efficiency, with a baseline of -10 dB indicating 

minimal signal loss and optimal power utilization for mobile communication. Figure 7(a) shows the return 

loss of the single element (SE) with a value of -17.95 dB, and Figure 7(b) illustrates the return loss of the 

double element (DE) with a value of -9.73 dB, both designed in CST. After the optimization, Figure 7(c) 

shows a value of -19.89 dB for the optimized single element (SEOP), and Figure 7(d) shows a value of  

-16.09 dB for the double element optimization (DEOP), which proves the improvement of the result from 

Figures 7(a) to 7(c) and Figure 7(b) to 7(d). The MPA array resonates at 2.4 GHz, as shown in Figure 7. The 

measured antennas are shown in Figure 7(e) to 7(h). From the single measured (SEM) in Figure 7(e), the 

double measured (DEM) in Figure 7(f), and the optimized measure in Figures 7(g) and 7(h) for single 

(SEOPM) and double (DEOPM), respectively, the measure figures show a slight shifting in the frequency 

range. 
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(a) (b) 

 

Figure 5. Optimization monitoring process for each element (a) single and (b) double 
 

 

  
(a) (b) 

 

Figure 6. The optimization dialogue box for each element (a) single and (b) double 
 

 

    
(a) (b) (c) (d) 

    

    
(e) (f) (g) (h) 

 

Figure 7. Return loss over the suggested antenna's frequency: (a) single CST, (b) double CST,  

(c) single optimized, (d) double optimized, (e) single CST measured, (f) double CST measured,  

(g) single optimized measured, and (h) single optimized measured 
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3.4.  Voltage standing wave ratio 

Patch antennas should maintain a VSWR below 2 for efficient power transfer and minimal signal 

reflection, optimizing performance in communication systems. Figure 8(a) shows the VSWR result for the 

SE, with a value of 1.29 and a value of 1.96 for the DE in Figure 8(b). The optimized VSWR result is 

illustrated in Figure 8(c) and 8(d), where single element (SEOP) and double element (DEOP) have values of 

1.22 and 1.37, respectively, to show the improvement after the optimization is done. 

 

 

    
(a) (b) (c) (d) 

 

Figure 8. VSWR (a) single CST, (b) double CST, (c) single optimized, and (d) double optimized 

 

 

3.5.  Far-field gain 
Gain in antennas measures the efficiency of converting input power into radio waves, with higher 

gain indicating stronger radiation concentration, enhancing signal strength and coverage. The SE and DE 

simulated in CST are shown in Figures 9(a) and 9(d) with a value of 2.60 dB and 4.61 dB, respectively, 

showing the 3-D radiation pattern of antennas. The optimized element is shown in Figures 9(b) and 9(e) with 

a value of 3.04 dB and 5.58 dB, respectively. The polar radiation pattern of the antenna is shown in Figures 

9(c) and 9(f). 

 

 

  
 

(a) (b) (c) 

   

   
(d) (e) (f) 

 

Figure 9. Gain (a) single in CST, (b) single optimized, (c) single polar form (d) double in CST, (e) double 

optimized, and (f) double polar form  

 

 

3.6.  Summary of result 

The summary of the simulated and measured results displays the comparisons of return loss values, 

the VSWR, the far-field gain, and the directivity for single and double elements, respectively, as shown in 

Figure 10 and Table 2. Figure 10(a) illustrates the return loss of all the single elements, and Figure 10(b) 

shows the double element, while Figure 10(c) shows both elements VSWR.  
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(a) (b) (c) 

 

Figure 10. Summarise of the result (a) return loss for single, (b) return loss for double, and  

(c) VSWR for both  

 

 

Table 2. The performance of the antenna in CST and the optimization using SADEA 
Antenna parameters In CST Optimization in ADE using SADEA 

Element Single Two Single Two 

Return loss (dB) -17.95 -9.73 -19.89 -16.09 

VSWR 1.29 1.96 1.22 1.37 

Realized gain (dB) 2.60 4.6 3.04 5.58 

Directivity 5.46 8.63 5.61 8.71 

 

 

3.7.  Performance comparison 

A microstrip 2.4 GHz antenna is the suggested antenna. Researchers displayed a number of antennas 

with similar topologies and frequencies, along with experimental and parametric data for a range of uses. As 

the comparison shows, the suggested rectangular antenna performs better than all other designs, as indicated 

by the Table 3. The suggested antenna also performs better at 2.4 GHz than other options, making it a 

practical choice for 2.4 GHz IoT applications. 

 

 

Table 3. Comparison with others works 
Year Ref. Antenna shape 

and method 

Antenna size Gain 

(dB) 

Return 

loss 

VSWR Directivity 

(dB) 

Bandwidth 

(Ghz) 

Application 

2017 [26] Spiral slot / impedance  

matching circuit design 

 for dual-band antenna 

12.45×13.05 1.06 <-10 - 1.62 - - 

2020 [27] Slotted SIW array 

antenna design" 

120.0×395.4 4.80 - - - - WLAN 

2021 [28] Rectangular / parameter 

tuning. 

26.00×19.00 5.05 -12.54 1.6 - 0.0665 IoT 

2022 [29] Rectangular / simulation 

using CST 

20.00×15.00 1.39 -2.12 - - - IoT 

2023 [30] L-shaped / parameter 

tuning 

28.00×21.00 2.09 - - - - IoT 

2024 This 

paper 

Rectangular / SADEA 

algorithm 

39.00×29.00 5.58 -16.09 1.37 8.71 0.0809 IoT 

 

 

4. CONCLUSION  

This study focuses on the design and simulation of a one and two-element inset-fed microstrip patch 

antenna, operating at a center frequency of 2.4 GHz, using CST Studio software. The antennas underwent 

optimization using the SADEA algorithm within ADE. Various parameters were adjusted during 

optimization. The results indicate significant improvements in return loss (-19.89 dB and -16.09 dB) and 

gains (3.04 dB and 5.58 dB), as well as an expanded impedance bandwidth of 0.0809 GHz. The proposed 

antenna after the successful simulation and optimization was fabricated to validate the design effectiveness. 

While the study emphasized software-based simulations and fabrication, it suggests future research avenues 

exploring the design and practical performance of differently shaped patch antennas. 
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