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 PLN mobile application as an integrated platform for self-service among 
mobile consumers, facilitating easier access to various services, including 

receiving information such as public complaints. The application can be 

downloaded through the Google Play Store and App Store, and users can 

express their opinions through reviews and ratings. In this era of advanced 
technology, aspects such as reviews, ratings, and evaluations have important 

value for business practitioners. However, there are often inconsistencies 

between ratings and reviews that do not fully represent the quality of the 

application. In response, a study was conducted to analyze the sentiment of 
user reviews from January to June 2022, by collecting 1,000 review samples 

from the Google Play Store. The data was collected using web scraping 

techniques and then processed into a dataset through text pre-processing 

methods. Sentiments were analyzed using an automatic labeling method in 

Indonesian based on a lexicon known as INSET (Indonesia sentiment), which 

resulted in 482 positive reviews, 144 negative reviews, and 374 neutral 

reviews. The next step is classification using Indonesian bidirectional encoder 

representations from transformers (IndoBERT). In this process, the data was 
divided into testing, training, and validation sets with a ratio of 80:10:10. The 

analysis managed to achieve an impressive accuracy rate of 81%. 
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1. INTRODUCTION 

The PLN mobile application serves as a digital platform intended to provide electricity-related 

services via mobile devices. Its array of online services encompasses bill payments, electricity credit purchases, 

self-meter reading submissions, power augmentation requests, complaint and disruption reporting, credit 

monitoring, postpaid electricity consumption monitoring, bill and power outage notifications, information on 

disruption resolution progress, and power network maintenance. 

Within the Google Play Store [1], user reviews for the PLN mobile application [2] are assigned ratings 

ranging from 1 to 5. As of 2022, the PLN mobile app boasts a commendable rating of 4.7 out of 5 [3], indicating 

a favorable overall evaluation by its users. These reviews, generally detailed and comprehensive, provide 

insights into users’ experiences with PLN mobile. Through their feedback, users strive to offer valuable input 

to application developers, aiding in feature enhancement, service quality improvement, and the provision of 

beneficial suggestions for other users. However, despite the provision of detailed and beneficial reviews, 

usersoften encounter challenges in assigning ratings that align with their written evaluations.  

https://creativecommons.org/licenses/by-sa/4.0/
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This incongruence occasionally leads to ratings that fail to accurately represent the application’s quality. 

Reviews expressed in sentence format more accurately reflect user responses to the PLN mobile application, 

thus influencing prospective users or downloaders [4]. 

The disparity between assigned ratings and provided reviews highlights discord, as indicated by 

instances where five-star ratings are accompanied by negative reviews. This discrepancy underscores the 

presence of dissatisfaction despite ostensibly positive ratings. In light of this, sentiment analysis research 

becomes essential to comprehensively understanding user reviews. Such studies hold the potential to enhance 

user experiences, address identified shortcomings, and elevate overall user satisfaction. Sentiment analysis,  

an important aspect of natural language processing (NLP), seeks to identify, comprehend, and interpret 

sentiments or opinions embedded within textual data. In the context of this research, sentiment analysis relates 

to user reviews of the PLN mobile application. 

Currently, many lexicon-based sentiment analysis labeling systems focus on the English language. 

Previous study [5] utilized Vader lexicon labeling. Vader lexicon is an English-based labeling system, therefore 

researchers must first translate review data before processing and categorizing it. The testing model employs 

the machine learning Naïve Bayes approach. The resulting accuracy is 70%, although this does not represent 

the best results because the labeling method is in English and the testing model employs machine learning. 

In this study, improvements were made with the Indonesian lexicon-based labeling method and testing 

using deep learning using the Indonesian bidirectional encoder representations from transformers (IndoBERT) 

algorithm. The InSet lexicon labeling method has been tested in [6], [7]. The results of the study prove that 

INSET (Indonesia sentiment) has better performance compared to Vania lexicon. One of the reasons is because 

the Vania lexicon [8] is developed from English root words. 

The IndoBERT model is used in this research because it is a deep learning pre-trained model adapted 

from BERT for Indonesian, developed using a transformer-based architecture, and trained on a substantial 

Indonesian corpus. IndoBERT excels in a variety of NLP tasks, including sentiment analysis. Its pre-training 

equips IndoBERT to recognize and understand contextual nuances in the analyzed text, making it well suited 

for sentiment analysis tasks [9]. The IndoBERT model was chosen as the model in this study due to its ability 

to process the complex and diverse Indonesian language. The IndoBERT model has been trained for general 

NLP tasks, including sentiment analysis, so it has high performance for such tasks. In addition, IndoBERT was 

chosen as the model for sentiment analysis because it has the advantage of processing Indonesian language and 

the ability to understand the context of the given text. In addition, IndoBERT is a trained natural language 

model specifically designed for the Indonesian language, so it has better knowledge and understanding of the 

Indonesian language and its context [10], [11]. 

In this study, the authors conducted research to test whether the use of deep learning with an 

Indonesian-based lexicon can improve accuracy compared to previous research or vice versa. In addition, the 

author wants to examine whether using the Indonesian-based lexicon method (INSET lexicon) with the 

IndoBERT model will result in low accuracy due to dictionary limitations or the difficulty of adding new words 

to a predefined dictionary or will actually increase accuracy compared to previous research.  

The author will also evaluate the results of the IndoBERT model in performing sentiment analysis using a 

special Indonesian language model. The results of this sentiment analysis process will be used to see the 

consistency between ratings and reviews given on PLN mobile application reviews. 

 

 

2. RELATED RESEARCH 

The PLN mobile application is an integrated platform for self-service facilities aimed at mobile 

consumers, created by PLN. The PLN mobile application facilitates easier access to various services, including 

receiving diverse information such as a community complaint forum, capacity enhancement, electricity billing, 

and more. This research focuses on the classification of user review data for the PLN mobile application, which 

can provide insights or input to PLN concerning the PLN mobile application. Many methods for classifying 

review data utilize machine learning and deep learning techniques. 

The research in [11] explores sentiment towards online lectures in Indonesia using lexicon-based 

approaches, with particular attention to the COVID-19 pandemic’s impact on online education. Leveraging the 

INSET lexicon, specifically tailored for Indonesian, it classified sentiments into positive, negative, and neutral 

categories, uncovering that 63.4% of tweets were negative, 27.6% positive, and 8.9% neutral.  

The application of preprocessing techniques, such as cleaning, tokenization, filtering, and stemming, played a 

vital role in achieving an overall accuracy of 79.2%, and an average precision of 72.9%. This research 

contributes to the expanding field of sentiment analysis, highlighting the importance of understanding public 

sentiment towards online learning and providing localized insights in the Indonesian context during a global 

pandemic. Have produced an Indonesian sentiment lexicon called InSet, comprising 3,609 positive words and 

6,609 negative words. Each word was manually labeled based on its polarity and enhanced by adding stemming 
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and synonyms [10]. This approach successfully outperformed all existing baseline methods, achieving the 

highest accuracy of 65.78%. The study suggests that lexicon enhancement can be accomplished by combining 

translated English lexicons with InSet. Figure 1 shows of InSet lexicon algorithm. 

 

 

 
 

Figure 1. InSet lexicon algorithm 

 

 

In the InSet lexicon’s data labeling phase, every word or entry is given a distinct label or category, 

such as positive, negative, or neutral, used for sentiment analysis purposes. These categorizations are 

established by the context of word usage within applicable texts or documents. The InSet lexicon includes 

various Indonesian words with positive or negative attributes, each assigned a particular weight.  

The weights of the words fall within the range of greater than 0 and less than 0; a value under 0 denotes that 

the word has a negative sentiment, while a value over 0 indicates that the word has a positive sentiment  

[10], [12]. 

Researcher in [13]-[15], the paper elaborates on BERT, a transformer-based technique for NLP 

originally conceived by Jacob Devlin and his colleagues at Google, introduced in 2018 [14]. BERT facilitates 

the handling of bidirectional representation in anonymized text by effectively amalgamating context from both 

the left and right sections. Modest adjustments to the pre-existing BERT model can yield solutions to a myriad 

of challenges. BERT’s strength lies in its simplicity and robust interpretability. This characteristic accounts for 

BERT’s versatility across 11 programming languages and its impressive performance metrics, including an 

80.5% general language understanding evaluation (GLUE) score, 86.7% multi-genre natural language 

Inference (MultiNLI) accuracy, 93.2% Stanford question answering dataset (SQuAD) v1.1 F1 test 

performance, and 83.1% SQuAD v2.0 F1 test performance. The standardized data outcomes are visually 

depicted in Figure 2 [13]. 

During the pre-training phase, BERT employs two unsupervised tasks, as illustrated in Figure 2.  

The initial process is termed masked LM, a procedure wherein the model utilizes surrounding context words 

to attempt to forecast the [MASK] word. The model undergoes training by designating [MASK] to a stochastic 

percentage of the input tokens, followed by predicting those [MASK] tokens. As mentioned in [13], masking 

was implemented for 15% of all randomly generated word piece tokens. A limitation of this model is the 

potential misalignment between the pre-training and fine-tuning stages, stemming from the absence of the 

[MASK] token during fine-tuning. This issue can be resolved by not consistently substituting masked words 

with actual [MASK] tokens; rather, 80% are substituted with [MASK] tokens, 10% with random words, and 

the remaining 10% are left unaltered [13]. 
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Figure 2. Pre-training and fine-tuning model BERT 

 

 

The subsequent procedure is known as next sentence prediction (NSP), wherein the model is given a 

pair of sentences as input and is trained to determine if the second sentence follows the first in the actual 

document. During the training phase, as cited in [13], half of the inputs consist of pairs where the second 

sentence is indeed the following sentence in the original document, while the remaining half are composed of 

random sentences from the corpus, chosen to be the second sentence. It is presumed that the randomly selected 

sentence will be unrelated to the first sentence [13]. Figure 3 illustrates a depiction of the input process carried 

out on the BERT model, and the outcome of the standardized data is presented in Figure 3. 

The research in [13]-[15], directed at demonstrating the performance achievable through the 

utilization of multiple tasks using the IndoBERT model. IndoBERT is an adaptation and variant of the BERT 

methodology specific to the Indonesian context, originally developed in 2018 by a team of researchers at 

Google artificial intelligence (AI) language. This model has been implemented to forecast the subsequent 

sentence in Google’s search queries. Within the sentiment analysis task, employing the IndoBERT approach 

yields an F1-score metric of 84.13, a value that surpasses the results obtained by other methodologies applied 

to the identical dataset, including Naïve Bayes, logistic regression, bidirectional long short-term memory 

(BiLSTM) with fast text, MBERT, and MalayBERT [16]-[19]. 

 

 

 
 

Figure 3. BERT input representation 

 

 

3. METHOD 

Figure 4 illustrates the workflow methodology for the PLN mobile review data from January to June 

2022 using the InSet lexicon labeling and the IndoBERT model. In this research, data collection was carried 

out using web scraping techniques. The specific target for scraping is PLN mobile application review 

information related to the PLN mobile application available on Google Play Store, resulting in a dataset of 

1,000 review data points from a population of 67,951 (January-June 2022) using stratified random sampling 

data techniques [20]. The scraping data is then filtered into four columns. The columns that will be  

filtered are username, at, score, and content to facilitate analysis at the next stage. Figure 5 shows of the  

pre-processing data workflow. 
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Figure 4. The research workflow 

 

Figure 5. The pre-processing data workflow 

 

 

4. RESULTS AND DISCUSSION 

4.1.  Text pre-processing 

After obtaining data from the PLN mobile application, Figure 5 showing the data will be processed 

through several text-preprocessing stages, namely case folding, normalization (slang word), filtering, 

tokenization, stop word removal, and stemming. To carry out this text-preprocessing, the author uses the 

Python programming language and installs the natural language toolkit (NLTK) library, which is used to clean 

the data [21]-[23]. In the initial stage of the preprocessing process, namely the case folding process, regex, 

pandas, numpy, and regex libraries are used. This library is used to change text from uppercase to lowercase. 

Slang word is the stage of changing non-standard words into standard words. The author uses a slang word 

dictionary of 15,084 dictionaries to carry out the process of changing words in the text.  

The following is the source code for the slang word, as shown in Figures 6 and 7 shows of result of the slang 

word process. 

At the filtering stage, changing the affixes from each word that has been filtered into basic words in 

the text will be deleted, as will removing repeated words and punctuation marks. The data has been case-folded, 

and then a filtering process is carried out to change the affixed words of each word that has been filtered into 

base words, with the text being deleted as well as the deletion of repeated words and the deletion of punctuation 

marks such as periods, semicolons, commas, quotation marks, numbers, italics, and so on. Figure 8 shows the 

source code of filtering step. In the tokenization stage, the text is changed into pieces of words consisting of 

one token, and then in the next stage, namely stop removal, general words that do not have a special meaning 

are deleted (usually in the form of conjunctions, auxiliary words, and other general words) from tokenizing. In 

the final stage of the data pre-processing process, namely the stemming stage, words will be converted into 

root words using the sastrawi library. 

 

 

 
 

Figure 6. Source code of the slang word 
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Figure 7. Result of the slang word process 

 

Figure 8. Source code of filtering step 

 

 

4.2.  Labelling data 

After the text-preprocessing stage, clean data was obtained, and then data labeling was carried out 

using InSet lexicon on 1,000 Indonesian language review data. The following is the source code for labeling 

using the InSet lexicon in Figures 9 and 10 shows of example of data results labeled data. Figure 10 is an 

example of data results labeled using positive and negative dictionaries. Data labeling uses an InSet lexicon, 

taken from the sentiment value of each word in the positive and negative dictionary, where the value for 

positive sentiment is obtained from a score >0, and for negative sentiment, it is obtained from a score <0. 

Sentiment polarity is a measure of the subjectivity and objectivity of a sentence [24], [25]. Figure 11 is the 

result of data labeling using InSet lexicon, which obtained 482 or 48.20% positive labels, 374 or 37.40% neutral 

labels, and 144 or 14.40% negative labels. 
 

 

 
 

Figure 9. Source code of InSet lexicon 
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Figure 10. Example of data results labeled data 

 

Figure 11. InSet lexicon labeling percentage 

 

 

4.3.  Modelling 

4.3.1. Pre-trained 

At this stage, the text data is converted into a representation that can be understood by the BERT 

model. This process produces output in the form of a dictionary (dictionary) containing tokens that have been 

tokenized, input IDs, attention masks, and token type IDs. The source code for the BertTokenizer process can 

be seen in the following Figure 12. 

In Figure 12, BertTokenizer is imported from the transformer’s library. Then the BERT token is taken 

using BertTokenizer from indobert-base-p1. Next, select one example of data to create BERT input based on 

the BertTokenizer that has been taken. Enter the BERT input into the sample data used with the tokens obtained. 

The final stage is adding a mask barrier to the data that has been tokenized by BertTokenizer. The source code 

for performing BertTokenizer on all the data used can be seen in Figure 13. 

The processing results from BertTokenizer with an example sentence are: input “aju tambah speed 

iconnet mbps mbps info gmail pesan informasi,” then the sentence undergoes a tokenization process using the 

appropriate IndoBERT vocabulary. After tokenization, the token [CLS] is added at the beginning of the 

sentence, and the token [SEP] is added at the end of the sentence. Next, each token is coded based on the 

vocabulary index. The [CLS] token has ID 2, the Aju token has ID 2116, and so on. Attention masks are used 

to differentiate between word token values and padding values. Padding tokens (PAD) are assigned a value of 

0, while word tokens are assigned a value of 1. 

 

 

 
 

Figure 12. Source code BertTokenizer 

 

 

 
 

Figure 13. BertTokenizer input source code 
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4.3.2. Fine-tunning 

At this stage, classification is carried out using IndoBERT. To carry out classification by fine-tuning 

IndoBERT, it is done by importing the TFSert for sequence classification class from the transformer’s library. 

This class is an implementation of the BERT model that has been set up specifically for sequence and text 

classification tasks. Next, load the BERT model that has been previously trained using the from_pretrained() 

method from the TFBert for sequence classification class. The loaded model is initialized with parameters with 

‘indobenchmark/indobert-base-p2, which is the Indonesian version of the BERT model with a larger language 

base. Also using num_labels=3 as an optional argument that determines the number of labels in the sequence 

or text classification task that you want to perform with the model, in this study the author used 3 labels. Next, 

compile the BERT model with a certain configuration using the compile() method of the model object. The 

hyperparameters used are learning rate with a value of 0.00003, epoch=3, and batch size=32. After that, the 

model produces accurate sentiment classification from testing data using encoded training data. Table 1 shows 

of result from IndoBERT. 

 

 

Table 1. Result from IndoBERT 
Epoch Loss Accuracy Val_Loss Val_accuracy 

1 0.962890 0.511250 0.775613 0.660000 

2 0.598350 0.760000 0.576716 0.800000 

3 0.317606 0.878750 0.593226 0.790000 

 

 

Table 1 displays the results of the IndoBERT model, which was trained with batch size 32,  

a learning rate of 0.003, and epoch 3. In the first epoch, there was a fairly high loss rate of 0.962890, while the 

accuracy was 0.511250. In the second epoch, the IndoBERT model produced a lower loss of 0.598350 and 

increased accuracy to 0.760000 compared to the previous epoch. In the third epoch, loss decreased to 0.317606 

and accuracy increased to 0.878750. From the results of these three epochs, IndoBERT can be used to make 

accurate predictions in sentiment analysis. 

 

4.4.  Evaluation 

Figure 13 depicts the evaluation outcomes of the IndoBERT prediction model, yielding an accuracy 

of 81%. The value of true negatives (TN) is recorded as 11, while there is 1 instance of false negatives (FN). 

This implies that out of a total of 100 testing data points with negative labels, IndoBERT correctly predicted 

11 instances as negative, and 1 instance was incorrectly predicted, indicating that there is one data point that 

was predicted to be non-negative when it should have been negative (TN). Similar observations can be made 

for the predictions of positive and neutral labels, as indicated in Figure 14. 
 

 

 
 

Figure 14. Evaluation with confusion matrix 
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In previous research researched by [5], sentiment analysis of PLN mobile application review data 

using the Vader lexicon automatic labeling technique and the Naïve Bayes English classification model 

obtained 70% accuracy, while in this study the author used data labeling using the InSet lexicon and the 

Indonesian language classification model IndoBERT, which got higher results than the English classification 

model, namely 81%. This comparison will be presented in Table 2. 

Based on the introduction, it was highlighted that there exists a discrepancy between the reviews and 

ratings provided by users of the PLN mobile application. This incongruity was analyzed using sentiment 

analysis by comparing sentiment labeling using the InSet lexicon with sentiment derived from ratings. This 

study conducted an analysis of 1,000 reviews of the PLN mobile application, selected from a total of 67,951 

reviews on the Google Play Store during the period of January to June 2022. The data preprocessing process 

included steps such as case folding, slangword normalization, filtering, tokenizing, stopword removal, and 

stemming, all labeled using the InSet lexicon [11]. Figure 15 shows out of the total analyzed reviews, 48.20% 

were positive (482 reviews), 37.40% were neutral (374 reviews), and the remaining 14.40% exhibited negative 

sentiment (144 reviews). Figure 16 shows of pie diagram from rating sentiment result. 

 

 

Table 2. Comparison between IndoBERT and prior lexicon-based machine learning methods 
Model Accuracy result Data testing Split data Labelling data Labeling percentage 

Positive Negative Neutral 

Naïve Bayes 70% 100 90:10 Vader lexicon 47% 8% 45% 

IndoBERT 81% 100 80:10:10 InSet lexicon 48.20% 14.40% 37.40% 

 

 

  
 

Figure 15. Pie diagram from rating sentiment 

 

Figure 16. Result sentiment result sentiment insert lexicon 

 

 

The study encompasses an analysis of 1,000 reviews of the PLN mobile application across various 

ratings. Out of these, 585 reviews received a rating of 5, indicating high satisfaction; 85 reviews received a 

rating of 4, signifying above-average satisfaction. 56 reviews with a rating of 3 displayed a neutral response. 

48 reviews with a rating of 2 indicated moderate dissatisfaction, while 226 reviews with a rating of  

1 reflected strong dissatisfaction. The overall average rating was 3.7. Based on these ratings, the reviews were 

categorized into three sentiment classes. Figure 16 shows the positive class accounted for 67% of total reviews, 

or 670 reviews; the neutral class encompassed 6%, or 56 reviews; and the negative class constituted 27%, or 

274 reviews. 

Significantly, there is a discrepancy between the ratings and sentiments expressed in the reviews. This 

incongruity is divided into 19% within the positive sentiment class, indicating that some reviews within this 

category do not entirely align with the high rating; 31% within the neutral class, highlighting a notable disparity 

between ratings and review text within this category; and 13% within the negative class, suggesting that certain 

low-rated reviews do not fully mirror negative sentiment. This analysis provides deeper insights into the 

dynamics between ratings and sentiments in reviews, as well as the intricate data interpretation complexity.  

Training loss denotes the value obtained from calculating the loss function using the training dataset 

and the model’s predictions. Simultaneously, validation loss represents the loss function computation using the 

testing dataset alongside the model’s predictions, utilizing input data from the testing dataset. Analysis of such 

errors occurs due to discrepancies in the characteristics of these words as shown in Figure 17. Frequently 

occurring words in the positive sentiment class are present in the test data in Figure 17(a) (Wordcloud for 
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sentiment positive); Figure 17(b) (Wordcloud for sentiment negative); and Figure 17(c) (Wordcloud for 

sentiment neutral). 

 

 

   
(a) (b) (c) 

 

Figure 17. Result from Worldcloud sentiment analysis for: (a) positive, (b) negative, and (c) neutral 

 

 

In Figure 17(a), the distribution of frequently used or commonly appearing words in the positive 

sentiment dataset is presented in the form of a word cloud. This aids in identifying the frequently employed 

words. The words frequently appearing in positive sentiment include application, PLN, mobile, fast, easy, 

thank you, helpful, and excellent. 

In Figure 17(b), the words that frequently emerge in the context of negative sentiment include 

application, PLN, electricity, disruptions, disappointment, difficulty, slowness, payments, and other similar 

expressions. In Figure 17(c), this visualization aids in identifying the frequently employed terms.  

The words frequently encountered in neutral sentiment include application, helpful, easy, payments,  

good, and service. 

 

 

5. CONCLUSION 

Analyzing the sentiment classification of user reviews on the PLN mobile application using the 

IndoBERT deep learning method with InSet lexicon labeling resulted in an accuracy of 81%. The accuracy 

produced in this study has increased by approximately 11% from previous research using the English Vader 

lexicon labeling method and the Naïve Bayes classification algorithm. This research shows that the accuracy 

results are better than previous research, but in the labeling process, there are still some reviews that are not 

labeled optimally. This happens because there are words that have spelling errors, so the word is not weighted 

correctly. One of the text preprocessing stages that plays a role in improving the performance of machine 

learning models is spell-checking. This is because text on the internet, especially social media, often has many 

typos. With so many typos, the number of vocabulary words is getting bigger. Future research will be planned 

for the addition of pre-processing stages, namely spelling error correction with the spelling corrector process 

and the construction of the electrical corpus context. The spelling corrector process detects parts of the text that 

are not in accordance with the correct spelling rules and produces recommendations according to the correct 

spelling rules. Spelling corrector work is strongly influenced by the corpus, which is used as a reference for 

correct word correction. 
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