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 Perspectives on technology often have similarities in certain contexts, such 

as information systems and informatics engineering. The source of opinion 

data comes from the Quora application, with a retrieval limit of the last 5 

years. This research aims to implement Indo-bidirectional encoder 

representations from transformers (BERT), a variant of the BERT model 

optimized for Indonesian language, in the context of information system (IS) 

and information technology (IT) topic classification with 414 original data, 

which, after being augmented using the synonym replacement method, The 

generated data becomes 828. Data augmentation aims to evaluate the 

performance of models by using synonyms and rearranging text while 

maintaining meaning and structure. The approach used is to label the opinion 

text based on the cosine similarity calculation of the embedding token from 

the IndoBERT model. Then, the IndoBERT model is applied to classify the 

reviews. The experimental results show that the approach of using 

IndoBERT to classify SI and IT topics based on contextual similarity 

achieves 90% accuracy based on the confusion matrix. These positive results 

show the great potential of using transformer-based language models, such 

as IndoBERT, to support the analysis of comments and related topics in 

Indonesian. 
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1. INTRODUCTION 

A topic in the form of an opinion becomes a reference in determining certain interests, goals, or 

other things. However, it often seems complicated and confusing when topics have different categories in the 

same field. Especially in the technology category, which has similarities between several parts, such as the 

topic of informatics engineering and the topic of information systems, both topics have many enthusiasts,  

but from enthusiasts such as prospective students who have an interest, some of them experience confusion in 

understanding the differences and approaches or similarities between the topics of informatics engineering 

and information systems. So, they tend to have various questions covering aspects of both topics by wanting 

an opinion or opinion on a platform as a source of information. 

In text data, it does not only have one or two sentences but can form a long paragraph. A field 

becomes the topic of a series of sentences. However, despite having the same field, there will be differences 

in categories [1]. This can be analyzed according to the context. A number of documents are given term 

frequency-inverse document frequency (TF-IDF) and cosine similarity model calculations to see their 

similarity [2]. In this scope, context is the main concern, so a model is needed that can see the entire context 
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of sentence construction. Bidirectional encoder representations from transformers (BERT) is one of the 

techniques that can be used in this process. BERT models have proven effective in performing language 

processing tasks such as semantic text [3] and syntax [4]. In terms of language, IndoBERT is a BERT 

development that can be used for Indonesian data. In addition to IndoBERT indicators, data augmentation 

techniques are also performed with the aim of expanding the data to have certain variations. Merging is 

performed, followed by sequence randomization, before dividing the text into two columns for text similarity 

calculation using cosine similarity by utilizing word embedding from IndoBERT. A simple text similarity 

label is 0 meaning not similar and 1 meaning similar [5]. 

In the era of digitalization, there are a number of platforms as information-sourcing tools. Quora is a 

question-and-answer app founded by Adam D’Angelo and a colleague. This application was initially  

only available in the English version; until April 2018, Quora was present in the Indonesian  

version (https://www.idntimes.com/tech/trend/mahda-lena/keunggulan-aplikasi-quora-c1c2). Reporting from 

statistics by the director of product management, Quora is a website and application-based platform with an 

achievement of 300 million visitors in creating a set of questions from various topics posted by users and 

answers from other users who have greater insight into a topic [6], [7]. However, prospective students often 

have difficulty filtering and analyzing Quora user opinions that are relevant to their needs. In addition, 

sometimes workers in the marketing field have a little hassle when identifying and filtering the information 

obtained, such as information about the most relevant question topics with informative opinions related to the 

difference between informatics engineering and information systems, so that later the data can be used as a 

reference in promotional materials and other marketing matters. Therefore, an effective method is needed to 

analyze the opinions of Quora users to help in reading topics in the field of technology, especially between 

the two topics, namely informatics engineering and information systems. One technique that can be used is a 

Transformers-based natural language processing (NLP) technique, such as BERT [8]. Such models have 

proven to be very effective in performing language processing tasks such as capturing syntax [4] and 

sentence-semantic text [3]. On a language basis, BERT has been developed using the IndoBERT model, 

which is used for Indonesian language data. 

Classification by implementing the IndoBERT model in embedding Indobenchmark or IndoBERT 

has an accuracy level of 87% with online article content data in research in the building of informatics, 

technology, and science (BITS) journal, “Clickbait Classification Model on Online News with Semantic 

Similarity Calculation Between News Title and Content” [1]. In this study, the authors performed text 

similarity analysi techniques using the IndoBERT model to classify SI and IT topics in contextual similarity-

based opinions. The difference in this study lies in the labeling used; in the journal, no labeling is done,  

while in this study, labeling is done using cosine calculations by utilizing embedding tokens in contextual 

calculations. Another difference lies in the measurement of similarity being limited to the title and content of 

one news story, not the whole news story, and using semantics, while this research does a shuffle to calculate 

the similarity of sentences randomly in context so that the accuracy of the model can be seen. 

 

 

2. RELATED RESEARCH 

IndoBERT was developed and trained specifically for the Indonesian language so that it can provide 

more accurate results in analyzing text in Indonesian. In a study entitled “clickbait classification model on 

online news with semantic similarity calculation between news title and content” [1], in the classification 

technique performed, it was found that IndoBERT had an accuracy rate in semantic similarity of 87%. In a 

study entitled “identification of text similarity using class indexing based and cosine similarity for complaint 

document classification” [5], using text similarity identification techniques using class indexing-based and 

cosine similarity methods to classify complaint documents, the accuracy of the research was 84.12%. The 

next research, entitled “Indonesian news classification using IndoBERT” [9], conducts news 

recommendations based on recommendations by comparing the IndoBERT model with XGB. The highest 

accuracy when implementing IndoBERT is 94.5%. 

From several studies that become references for this research, the author uses the IndoBERT model 

in measuring text similarity with the cosine method on contextual similarity using the Python programming 

language. It is known that the implementation of the IndoBERT model in analyzing Indonesian-based data 

has high accuracy when fine-tuning. In addition, cosine similarity, as a vector calculation for clustering 

before performing semantic similarity, is used to measure text similarity in language structure and context. 

There are similarities from several previous studies, namely using the IndoBERT model for classification. 

The difference lies in the use of contextual similarity, which produces labeling from the results of cosine 

calculations in text similarity analysis. In this research leads to text similarity analysis for new data 

containing opinions with two topics, namely the topic of informatics engineering and the topic of information 

systems, by utilizing the augmentation process to expand the dataset which then shuffles the data to produce 

a random sequence as a reference that the data is not the same as the results of augmentation when separating 
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into two columns with the column names text 1 and text 2, cosine similarity for the process of calculating text 

similarity with the aim of labeling which utilizes embedding tokens from IndoBERT, implementation of the 

IndoBERT model in topic classification, and binaryclass confusion matrix as model testing. 

Based on [8], semantic labeling is the process of mapping attributes in data sources to ontology 

classes as an important step when integrating heterogeneous data. In the research “Semantic Labeling: A 

Domain-Independent Approach,” similarity metrics are approached as a comparison feature for labeled 

domain data. It is explained that in semantic labeling, attribute values have an important role in identification 

with the same semantic type. The similarity approach carried out in the study has different metrics, including 

Jaccard similarity as a modification for numerical values and TF-IDF for textual data. 

Cosine similarity is a common method to perform data similarity, as in the journal “improving 

patient clustering by incorporating structured label relationships in similarity measures” [9], which uses 

cosine similarity to classify patient similarity. The use of IndoBERT is done when the available data uses 

Indonesian [10]. This is because IndoBERT is specially trained for Indonesian, as shown in Figure 1 [11]. 

 

 

 
 

Figure 1. IndoNLU benchmark 

 

 

Figure 1 shows the type of indobenchmark. The parameters in the research adjust the model type 

and data size. In this research, labeling is done with the text similarity method, namely cosine similarity, 

which utilizes word embedding from the indoBERT model and then performs classification based on 

contextual similarity [12], [13] using the model. Previously, the data will be expanded using the data 

augmentation method, namely synonym replacement, to perform variations so as to emphasize the model 

providing word embedding and cosine similarity, calculating similarity in data that has been varied. 

 

2.1.  Text similarity 

Text similarity is the measurement of text similarity, which is the basis of NLP tasks. Text similarity 

is defined as the similarity between two texts. Not only that, text similarity also considers a broader context 

perspective in analyzing the semantic properties of two words [14]. The method of measuring text similarity 

involves two aspects, including: 

 

2.1.1. Text distance 

There are three ways of measuring text distance based on length, distribution, and semantic objects, 

one of which is cosine distance. The cosine measurement measures the cosine angle between the two texts. 

Judging from the cosine of 0° being 1 and the cosine of 90° being 0, the similarity value lies in the numbers  

-1 to 1, where the cosine measure is related to orientation. As osin the following formula [14]: 

 

𝑐𝑜𝑠𝜃 =  
𝑎 .𝑏

||𝑎||.||𝑏||
 

∑ 𝑎𝑖∗ 𝑏𝑖
𝑛
𝑖=1

√∑ (𝑎𝑖)2𝑛
𝑖−1 ∗√∑ (𝑏𝑖)2𝑛

𝑖−1

   

 

2.1.2. Text representation 

Text representation performs calculations directly as numerical features that are similar in lexical 

and semantic ways. Lexical similarity is done through different measurements, while semantic similarity is 

introduced through string-based, corpus-based, semantic text matching, and graph structure-based  
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methods [14]. Text similarity research often uses the cosine similarity formula because it provides intuitive 

interpretations and values, which range between -1 and 1. The formula is scale-consistent, where values close 

to 1 are interpreted as a high degree of similarity, while values close to -1 indicate dissimilarity. In the 

context of text similarity research on document data, cosine similarity also shows robustness to dimensional 

differences, demonstrating the flexible nature that makes it commonly used. 

Cosine similarity can be considered a text similarity calculation technique in the framework of text 

representation, with a focus on the category of semantic text matching to assess the similarity between text 

and documents. In addressing the complexity of sentence meaning and vector representations that take  

into account inter-word and contextual relationship patterns, the BERT model is a relevant choice.  

The combination of cosine similarity calculation with the use of embedding tokens from the IndoBERT 

model is chosen as a method for contextual similarity-based labeling, considering the complexity of data 

arising from the relationship between sentences to form paragraphs. 

 

2.2.  Bidirectional encoder representations from transformers (BERT) 

BERT is the latest NLP algorithm developed by Google. It was first introduced by Google AI 

researchers in 2018. BERT utilizes the transformer model in learning contextual relationships between words 

in a text, where the transformer has two mechanisms, namely encoder and decoder. However, BERT only 

requires an encoder. BERT uses a bidirectional approach and performs sequential reading of text inputs, 

allowing the model to learn the context of words based on the surrounding words. In the encoder input, the 

sequence of tokens will be embedded into a vector, which will then be passed on to the neural network and 

output vector and generated according to the input [15]. Figure 2 shows of BERT architecture. 

Figure 2 shows BERT utilizes the Transformer architecture to learn contextual relationships 

between words in a text. Transformers have two mechanisms: an encoder and a decoder. However, BERT 

only has an encoder mechanism that takes a bidirectional approach and reads text input sequentially, allowing 

the model to learn context based on surrounding words. BERT has BERT-base with as many as 12 encoder 

layers, 768 hidden nodes, 12 attention heads, and about 110,000,000 parameters, and BERT-large with as 

many as 24 encoder layers, 1024 hidden nodes, 16 attention heads, and about 340,000,000 parameters [3]. 

Token embedding in the context of BERT refers to the numerical vector representation of a token 

generated by a BERT model. BERT is one of the transformer architectures that has proven to be very 

effective in natural language understanding tasks, such as question understanding, language translation, and 

other tasks. Figure 3 shows of embedding token BERT [16]. Some detailed points about token embedding in 

BERT include tokenization, embedding layers, position embeddings, segment embeddings, fine-tuning, and 

bidirectional context. Embedding tokens in BERT provides a rich and contextual representation for each 

word or subword in the text, allowing the model to better cope with natural language understanding tasks. 
 

 

 
 

Figure 2. BERT architecture 
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Figure 3. Embedding token BERT 

 

 

3. METHOD 

Figure 4 illustrates the workflow methodology for embedding word for contextual similarity using 

cosine similarity. In the first stage, information is searched on opinion data on the topic of informatics 

engineering and information systems on the Quora platform. Data retrieval in this study uses a sampling 

technique called simple random sampling, where data is taken from the two required topics, namely 

informatics engineering and information systems, and from both topics will have a number of data from the 

two topics in the same data so that it only has one opinion column that will be used in the next stage of data 

preparation. Furthermore, the data preparation process includes web scraping, data pre-processing, data 

labeling, and data splitting for modeling used in the research. In one of step, there have step for themself. 

Figure 5 shows the data preparation workflow and Figure 6 shows about data preprocessing workflow[17].  

Figure 6 shows the pre-processing data workflow[18]. After obtaining opinion data from the two topics that 

will be the object of research, then, data pre-processing includes case folding, deleted unique characters, 

slang words, and tokenization by adding a step to remove numbers that are no longer needed. 

 

 

 
 

Figure 4. The research workflow 
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Figure 5. Data preparation workflow Figure 6. The pre-processing data workflow 

 

 

4. RESULTS AND DISCUSSION 

Data augmentation is a collection of algorithms that create synthetic data by making small changes 

to existing data, aiming to expand the amount of training data in deep neural network learning [14]–[16]. 

This technique is useful for observing model failures and improving their performance. Data augmentation is 

an important step in model training, helping to overcome the limitations of limited data. It is also considered 

a cost-efficient way to increase data size, reduce training errors, and produce more accurate predictions. 

Many machine learning projects rely on data augmentation as their critical success factor [18]. 

Therefore, a data augmentation method is performed to perform sentence variation using synonym 

replacement. In doing so, a random word will be searched and changed into another word that has the same 

meaning. However, the process does not involve words that are categorized as stopwords. In the changed 

word, it is possible for the embedding word to have a different number value from the actual word.  

The results will be combined with the data before the changes are made, and to add to the improvement, 

randomization of the order will be carried out so that the division of the two columns will not have the same 

sentence, although it is possible to have similar positions in randomization. 

In the amount of 414 data, it is still relatively small for the use of a series of deep learning processes; 

therefore, data augmentation is carried out using the synonym replacement technique, which takes one word 

at random and replaces it with the same sentence where the sentence is in the equation contained in WordNet. 

The process can be seen in Figure 7, with the result in Figure 8. 

 

 

  
  

Figure 7. Source code of synonim replacment Figure 8. Result of segmentation data 
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After augmenting the data so that it has 828 sentences where the data is indirectly sequential when 

performing the merge command, randomization is performed on the data to avoid similarities between 

sentences from the original data and sentences from the augmented data that will be calculated. Figure 9 is 

the result of the data shuffle. Before performing calculations using IndoBERT on measuring text similarity 

with cosine, the data is divided into two columns, namely text 1 and text 2, which can be seen in Figure 10. 
 

 

 
 

Figure 9. Result of shuffle data 
 

 

 
 

Figure 10. Division results into two columns 
 
 

The next step is data labeling based on cosine similarity calculations. Cosine similarity provides 

labeling by calculating the similarity of opinion data on the information engineering label and the 

information systems label after calculating the similarity between the two text columns. Then the labeling 

uses the average value as a threshold to produce balanced data, because if you use a threshold based on the 

highest or lowest value, it will result in a total of one label having hundreds more data than other labels, 

which only have tens of thousands of data points. The labeling states that 0 is not similar, while 1 is similar. 

Figure 11 shows of the labelling process. 
 
 

 
 

Figure 11. Labelling process 
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Data labeling is based on cosine similarity calculations, which can be seen in Figures 12 and 13 for 

the results of searching for the highest, lowest, and average values. Then the labeling uses the average value 

as a threshold to produce balanced data, because if you use a threshold based on the highest or lowest value, 

it will result in a total of one label having hundreds more data than other labels, which only have tens of 

thousands of data points. The labeling states that 0 is not similar, while 1 is similar. The labeling results can 

be seen in Figure 14. 

 

 

 
 

Figure 12. Cosine similarity result 

 

 

 
 

Figure 13. Search for highest, lowest, and average values of cosine values 

 

 

 

 

 

Figure 14. Data labeling results 

 

 

After cosine similarity measurement utilizing IndoBERT word embedding as labeling, the 

IndoBERT model is used to perform contextual similarity-based classification. In this study, the data sharing 

index was 80:10:10, with training data being 80%, while validation data and testing data were 10% each. The 

flow of the IndoBERT model requires training data, and validation data will be at the BertTokenizer model 

stage by having various parameters that support the process, including max_length 128, batch_size 32,  

epoch 5, and learning rate 1e-5. Model size and the number of parameters give an indication of the 

complexity and memory requirements of a model. Models with a large number of parameters tend to require 

more computational resources and memory. This information is useful for evaluating whether the model is 

suitable for use on resource-constrained devices. By understanding the size and complexity of the model, 

decisions regarding the implementation and use of the model can be better considered, especially in the 

context of resource constraints on the device. 

The next stage is fine-tuning, adjusting the feature representation that already exists in  

BERT [19]–[21] according to the characteristics of the dataset. After going through the model training stage 

using training data and validation data, the next step is to test the model with testing data. When making 

predictions on testing data, the model will produce a percentage probability of confidence related to the 

predictions made. The higher the probability given by the model, the more confident the model is in its 

prediction results. This process provides insight into the model’s level of confidence in the prediction results 
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given on data that was not used during the training and validation processes. There is a probability column 

for the percentage of confidence that the model places the text in that category. The confusion matrix is a 

technique that is often used in the classification of model results based on stimulated objects [22], [23].  

The confusion matrix performed is a type of binary class confusion matrix. Figure 15 is an image of the 

placement of the binary class confusion matrix [6], [16], [22], [24], [25], and Figure 16 is the result of the 

confusion matrix from the research. The evaluation of the model in this research uses a confusion matrix, 

which will calculate accuracy values in the text similarity analysis for the classification that has been carried 

out. From the confusion matrix, the accuracy value of IndoBERT is 90%. 

 

 

 
 

Figure 15. Confussion matrix 

 

 

 
 

Figure 16. Confussion matrix result 

 

 

5. CONCLUSION 

Based on the results of the research and discussion, it can be concluded that the data similarity 

analysis process consists of data collection, data pre-processing, data augmentation, calculating the similarity 

of text in the data, labeling the data according to the average value of the results of the cosine similarity 

calculation, which will become the threshold, The calculation of text similarity becomes labeling with two 

labels, namely label 0 is not similar while label 1 is a similar label. In the IndoBERT model, label 0 is 

represented as an IS topic classification and label 1 as an IT label classification. In this research, it was 

concluded that the IndoBERT model had calculation accuracy results using a confusion matrix worth 90% in 

calculations and understanding of contextual text because it had been trained specifically for data in 

Indonesian. In order to perfect the resulting text similarity analysis, there are several suggestions, including 

adding Google Translate to the programming before doing slang words for several words in sentences that 

use foreign languages so that it can improve context calculations, and it is hoped that different 

Indobenchmarks will be used, such as IndoBERTLite or IndoBERTLarge in type indobenchmark-p1 or type 

indobenchmark-p2. 
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