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 This paper suggested two methods, called war strategy optimization 

algorithm (WSO) and tunicate swarm algorithm (TSA), to find solutions for 

economic load dispatch problem (ELD). Various test systems with complex 
restrictions and discontinuous objective functions are used to assess the 

efficacy and resilience of the applied methods. The test cases are ranked 

from the simplest to the most complicated ones, in which the last with load 

demands are changed from the minimum power to the maximum power of 
total power of all units. The result comparison indicated that WSO can 

always reach the best cost for all test systems, but TSA cannot achieve 

similar values. Namely, WSO can reduced smaller cost than TSA by $ 0.565 

and $ 121,325 for the first and second test systems, respectively. In 
comparison to other previous methods, the results found by WSO are equal 

to or better than those from others; however, the searchability of WSO is 

faster. Consequently, WSO is highly effective for handling ELD problem 

and can be considered for applying different problems in the engineering 
domain. 
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1. INTRODUCTION 

Energy resources, particularly power resources, become scarce and valuable because they are 

frequently and arbitrarily exploited and distributed, which causes massive resource waste and progressively 

disrupts societal life. In addition, energy consumption and the development of new technologies have always 

been significant obstacles to economic growth and life security. Therefore, using scarce resources and 

allocating large-scale power resources are sensibly and effectively crucial. In power systems, economic load 

dispatch (ELD), is vital. Currently, the best strategy for using power resources is to allocate large-scale 

power systems’ economic load and dispatch them optimally. Thus, developing a practical economic 

dispatching strategy for a sizable model power system and finding efficient ways to reduce power resource 

waste is still a burning topic. 

Until now, there are many prevalent methods for handling ELD problems, and these methods can be 

divided into three groups: precise methods, traditional mathematical programming methods, and approximate 

search methods. In terms of the first group, the foundation of this group is gradients and mathematical ideas, 

such as the iterative process and gradient approaches. Regarding the second group, techniques for the 
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mathematical programming group relied on condition constraints and the characteristics of mathematical 

models. Hindi and Ghani [1] have designed an ELD problem as a linear programming one and a conventional 

method utilizing dual lagrangian function and lagrangian relaxation is suggested for solving the problem. 

Papageorgiou and Fraga [2], a mixed integer quadratic programming method has been proposed by 

Papageorgiou et al. to solve ELD problem with prohibited operation zones. Abdelaziz et al. [3] have 

introduced a hybrid approach to handle the ELD problems that combine quadratic programming and a 

Hopfield neural network. The hybrid technique utilized the forward-looking capability to ensure the global 

optimality of the solution, and the suggested method’s validity was confirmed by experimentation. Basically, 

these techniques perform well when the objective function is linear and convex. However, in real-world 

engineering applications, the valve-point effect (VPE) [4], [5] and proscribed feasible area (PFA) [6] can 

cause the objective function to become nonlinear and heterogeneous. Because of this, it is easy to achieve 

local optimality, and applying the prior mathematical programming may not yield the best solution. Turning 

the third group, number of methods have been utilized extensively to deal with the optimal ELD problem 

since they have a strong ability to explore globally and do not have strict restrictions for their objective 

function. So far, differential evolution (DE) by Noman and Iba [7], particle swarm optimization (PSO) by 

Selvakumar and Thanushkodi [8], self-organizing hierarchical particle swarm optimization (SOH-PSO) by 

Chaturvedi et al. [9], new particle swarm optimization (NPSO) by Niknam et al. [10], opposition-based krill 

herd algorithm (OKHA) by Bulbul et al. [11], improved firefly algorithm (IFA) by Nguyen et al. [12], 

exchange market algorithm (EMA) by Ghorbani and Babaei [13], cuckoo search method (CSM) by Vo, 

Schegner and Ongsakul [14], one rank cuckoo search method (ORCSM) by Nguyen and Vo [15], krill herd 

method (KHM) by Mandal et al. [16], novel social spider optimization method (ISSM) by Kien et al. [17], 

modified moth swarm algorithm (MSA) by Ha et al. [18], hybrid Harris Hawks optimizer (HHHO) by  

Al-Betar et al. [19], chameleon swarm algorithm (CHSA) by Braik et al. [20], manta ray foraging 

optimization algorithm (MRFO) by Zhang et al. [21], gradient-based optimizer (GB) by Deb et al. [22] and 

other algorithms with excellent outcomes have been used in economic dispatching, one after the other. 

This research applies a novel population-based algorithm which is called war strategy optimization 

algorithm (WSO) by Ayyarao et al. [23] to reach the best solutions for ELD problem. Besides, PFAs from 

thermal power plants (TPs) are considered to form more dificult tasks for WSO. In addition, solutions for 

different load levels from minimum to maximum load demands is investigated. The outcomes from WSO are 

contrasted with those of tunicate swarm algorithm (TSA) by Kaur et al. [24] and other previous algorithms. 

The study’s contributions can be summed up as follows: 

 Reach the best solutions for ELD with PFA and other constraints by successfully implementing a 

revolutionary meta-heuristic algorithm created in early 2022 and TSA. 

 Use specific numbers to show how WSO is superior to previous algorithms. In addition, the WSO 

algorithm performs better than TSA regarding the number of high-quality and best-found solutions. 

 Provide solution data for operators and managers in power systems for test systems with load demand 

changing from minimum to maximum levels of total generated power of all units. 

The remainder of the paper is organized as follows, apart from the introduction: section 2 presents 

the problem model; section 3 introduces the applied method; section 4 shows and discusses the results of the 

applied method; and section 5 presents the conclusions. 

 

 

2. PROBLEM MODEL 

2.1.  The key objective 

The cost of purchasing fossil fuels, such as coal and oil, to generate electricity is the main cost of 

TPs. Generally, the more power a TP produces, the greater its fuel costs. Therefore, the objective of TP is to 

reduce the fuel cost as low as possible by allocating power generation appropriately. The fuel cost function is 

formed as follows [25]: 

 

𝐹𝐶 =  ∑ 𝛿𝑔 + 𝛾𝑔𝑃𝑔 + 𝛽𝑔𝑃𝑔
2𝑁𝑂

𝑔=1  (1) 

 

Where 𝑁𝑂 the quantity of TPs; the weight constants for the fuel cost of TP are 𝛿𝑔, 𝛾𝑔, and 𝛽𝑔; and Pg is the 

generated power by the gth TP. 

 

2.2.  The considered restrictions 

 Restriction on power balance 

The restriction represents the power balance between the consuming and the generating sides. It is 

given by (2), 
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∑ 𝑃𝑔
𝑁𝑜
𝑔=1 = PD+TPloss (2) 

 

where PD and TPloss stand for power demand and power loss, respectively. 

 Restriction on power generation 

The generated power by each TP must be lied within its boundaries as shown in (3). 
 

𝑃𝑔,𝑚𝑖𝑛 ≤ 𝑃𝑔 ≤ 𝑃𝑔,𝑚𝑎𝑥 (3) 

 

Where 𝑃𝑔,𝑚𝑖𝑛  and 𝑃𝑔,𝑚𝑎𝑥  stand for the smallest and highest limitations of the gth TP. 

 Restriction on PFA 

The power generation of each TP in the system must strictly impose the constraints: 
 

𝑃𝑔 ∈ {

𝑃𝑔,𝑚𝑖𝑛 ≤ 𝑃𝑔 ≤ 𝑃𝑔,1
𝑙

𝑃𝑔,𝑚−1
𝑢 ≤ 𝑃𝑔 ≤ 𝑇𝑃𝑔,𝑚

𝑙

𝑃𝑔,𝑞
𝑢 ≤ 𝑃𝑔 ≤ 𝑃𝑔,𝑚𝑎𝑥

; 𝑚 = 2, … , 𝑞 (4) 

 

where 𝑞 is the number of PFAs of the gth TP. 
 
 

3. THE METHOD 

WSO, a revolutionary meta-heuristic algorithm, was introduced by Ayyarao et al. [23]. The 

algorithm was inspired by the strategy of army troop movement to attack or defend the opposing army. In the 

battle, every soldier continuously modifies his position based on the positions of the King and the 

commander. To simulate an optimization process, every soldier moves dynamically toward the optimal 

position. At the beginning of the war, each soldier had a rank and a weight. Soldier’s weight is changed 

depending on how well a soldier performs in terms of assaulting force or fitness level. Attack and defense 

strategies are two common military strategies that are implemented through the process of upgrading soldier 

positions or solutions. To develop new solutions, two approaches will be described: 

 The attack strategy 

The strategy is called exploitation phase. In this phase, the position of soldier is updated by (5). 
 

𝑋𝑖
𝑛𝑒𝑤 = 𝑋𝑖 + 2 × ℰ × (𝑋𝐾 − 𝑋𝐶) + 𝑟𝑎𝑛𝑑 × (𝑊𝑖 × 𝑋𝐾 − 𝑋𝑖 ) (5) 

 

In (5), 𝑋𝑖  and 𝑋𝑖
𝑛𝑒𝑤 are the new and old positions of the ith soldier; 𝑋𝐾and 𝑋𝐶  the position of the 

king and commander; ℰ is random number; Wi is the weight and is computed by (6). 
 

𝑊i =  𝑊i × ( 1 −
𝐸𝑖

𝐻𝑖𝑔ℎ𝑒𝑠𝑡_𝑖𝑡𝑒𝑟
)𝛼 (6) 

 

Where, Highest_iter is the highest iteration; Ei is the rank of the soldier, and it is given by (7). 
 

𝑋𝑖
𝑛𝑒𝑤 = 𝑋𝑖 × (𝐹𝑛𝑒𝑤 ≥ 𝐹𝑜𝑙𝑑) + 𝑋𝑖 × (𝐹𝑛𝑒𝑤 < 𝐹𝑜𝑙𝑑) (7) 

 

Where, 𝐹𝑛𝑒𝑤 is the new fitness of 𝑋𝑖
𝑛𝑒𝑤; 𝐹𝑜𝑙𝑑is the fitness of 𝑋𝑖. 

 The defense strategy 

The strategy is called exploration phase. In this phase, the position of soldier is updated by (8): 
 

𝑋𝑖
𝑛𝑒𝑤 = 𝑋𝑖 + 2 × ℰ × (𝑋𝐾 − 𝑋𝑟𝑎𝑛𝑑) + 𝑟𝑎𝑛𝑑 × 𝑊𝑖(𝑋𝐶 − 𝑋𝑖 ) (8) 

 

 

4. RESULTS AND DISCUSSIONS 

In this part, we solved the ELD problem using two different meta-heuristic techniques: WSO [23] 

and the TSA [24]. Subsection 4.1 reported and discussed the results of the first system with six TPs for PD of 

1263 MW, subsection 4.2 applied two methods to solve the ELD with fifteen TPs for PD of 2650 MW, and 

subsection 4.3 showed solution data for test system 2 with different load demands based on total generating 

power of TPs. 

A personal computer with 8 GB random memory and 2.2 GHz central processing unit is used for all 

relevant work. On the other hand, all code and simulations are performed using MATLAB software version 

R2018a. 
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4.1.  Discussion on the first test system 

The power system used in this part comprises six TPs, and the information on the system is derived 

from [8]. The mission of the system is to provide sufficient power to meet the 1,263 MW load demand. 

Firstly, we applied WSO and TSA to find the optimal power output for the system by considering different 

constraints such as power balance, PFA, and power loss in branches. The population size (PZ), highest 

iterations (Highest_iter) and number of trial runs are set to 30, 60, and 100 for two methods, respectively. 

Based on 100 independent runs, Figure 1 displays the outcomes of the two methods. In the figure, 

the costs of WSO are represented by the blue line and those of TSA by the black line. With more optimal 

values reached than TSA, WSO exhibits the best performance in the figure. The best convergence of WSO 

and TSA methods among 100 trial runs is shown in Figure 2. As the figure shows, WSO only uses 12 

iterations to reach the best cost, while TSA cannot achieve this value from the first iteration to the end one. 
 

 

  
 

Figure 1. The results given by the TSA and WSO 

methods with 50 independent runs for system 1 

 

Figure 2. The best convergence feature of TSA and 

WSO methods for system 1 
 
 

The results from WSO and TSA methods such as the minimum FC (Min.FC), mean FC (Mean.FC), 

maximum FC (Max.FC) and standard deviation (Std) are collected and presented in Figure 3. In the figure, 

we can see three costs of WSO are $15443.075, $ 15443.126, and $ 15445.07, respectively. These values are 

lower than TSA’s by $ 0.565, $ 2.863, and $ 3.142. Even the mean cost of WSO is equal to the best cost of 

TSA. Regarding STD, the number of WSO is 0.281 while that of TSA is 1.026. Therefore, the WSO method 

can obtain better results than TSA. 
 

 

 
 

Figure 3. The results obtained by WSO and TSA for system 1 
 
 

For demonstrating the perfomance of WSO, its results are compared to previous methods as given in 

Table 1. The first column indicates WSO is outstanding to DE [7], GA [7], PSO [7], PSO [8], LRS-MPSO [8], 

GA [8], LRS-PSO [8], SOH-PSO [9], PSO [10], FPSO [10], and NPSO [10] with respect to Min. FC while 

OKHA [11], IFA [12] and EMA [13] can reach the same value as WSO of $ 5443.075. In addition, WSO 

method’s worst and average solutions are comparable to or superior to those of other methods as shown in 

the second and third columns. 
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The PZ and highest iteration are set to 30 and 60 for WSO but these values are 20 and 50 for 

algorithms in [8], 30 and 125 for algorithm in [9], 90 and 100 for PSO [10], 60 and 100 for FPSO [10], and 

30 and 100 for NPSO [10]. Therefore, WSO has used 1800 updated solutions, while those from alternative 

techniques ranged from 1,000 to 10,000 solutions. Consequently, we can say that the suggested method can 

discover better outcomes than most methods to the system with power balance constraint, PFA, and power 

loss in branches. 
 

 

Table 1. The comparison of WSO and other methods for system 1 
Method Min. FC ($) Mean. FC ($) Max. FC ($) PZ Highest_iter 

DE [7] 15449.7660 15449.7770 15449.8740 36 100 

GA [7] 15459.0000 15469.0000 15524.0000 NR NR 

PSO [7] 15450.0000 15454.0000 15492.0000 NR NR 

PSO [8] 15450.0000 15454.0000 15492.0000 20 50 

LRS-MPSO [8] 15450.0000 15450.5000 15452.0000 20 50 

GA [8] 15459.0000 15469.0000 15524.0000 20 50 

LRS-PSO [8] 15450.0000 15454.0000 15455.0000 20 50 

MPSO [8] 15450.0000 15452.0000 15454.0000 20 50 

SOH-PSO [9] 15446.0200 15497.3500 15609.6400 30 125 

PSO [10] 15450.0000 15454.0000 15492.0000 90 100 

FPSO [10] 15445.2440 15448.0520 15451.6300 60 100 

NPSO [10] 15443.7656 15443.7657 15443.7657 30 100 

OKHA [11] 15443.0750 15443.9160 15443.3270 NR 100 

IFA [12] 15443.075 15443.1270 15443.5389 10 30 

EMA [13] 15443.0749 15443.0750 NR NR NR 

WSO 15443.075 15443.126 15445.07 30 60 

 
 

4.2. Discussion on the second test system 

This section evaluates the optimal solution and the search stability of the suggested methods (TSA 

and WSO) using the second system, which consists of 15 thermal units and considers both simple powers 

balancing constraints and PFAs. Readers can view the system’s data in paper [17]. Firstly, we set PZ of 50, 

highest_iter of 100 and 100 trial runs are for TSA and WSO to collect the results for comparison. Figure 4 

shows a considerable discrepancy between WSO and TSA when all solutions from WSO are below those 

from TSA. In Figure 5, WSO needs 40 iterations to obtain the best cost, while TSA is unable to achieve the 

optimal cost from the first to the last iteration. The costs from the best run found by TSA and WSO are given 

in Figure 6. The figure indicates that WSO can reach better results than TSA. Therefore, the results of WSO 

are chosen to compare with those from other methods as listed in Table 2. 
 

 

  
 

Figure 4. The result given by the TSA and WSO 

methods with 50 independent runs for system 2 

 

Figure 5. The best convergence feature of TSA and 

WSO methods for system 2 
 
 

In terms of Min. Cost, WSO can find the best solution as IFA [12], CSM [14], and ISSM [17] and 

find a better value than FA [12], KHM-I [16], KHM-II [16], KHM-III [16], KHM-IV [16], and SSM [17] 

aside from ORCSM [15]. Regarding Mean. Cost and Max. Cost, WSO has nearly the same value as other 

methods. Regarding searchability, WSO is faster than others because it only uses 5,000 new solutions, 

corresponding to a one-time solution-producing mechanism, except for ISSM [17], which has 1,500 new 

solutions. 

  
Figure 4. The results given by the TSA and WSO 

methods with 50 independent runs for System 2 

Figure 5. The best convergence feature of TSA and 

WSO methods for System 2 
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Figure 6. The results obtained by WSO and TSA for system 2 

 

 

Table 2. The comparison of WSO and other methods for system 2 
Method Min. FC ($) Mean. FC ($) Max. FC ($) PZ Highest_iter 

FA [12]  32,885.84  NR NR 10 100 

IFA [12]  32,544.97  32,545.22  32,545.54  10 100 

CSM [14]  32,544.97  32,545.01  32,546.67  10 400 

ORCSM [15]  32,542.56  32,543.17  32,546.66  12 500 

KHM-I [16]  32,586.75  32,592.04  32,598.02  50 100 

KHM-II [16]  32,569.80  32,571.45  32,573.63  50 100 

KHM-III [16] 32,564.39  32,566.58  32,567.33  50 100 

KHM-IV [16] 32,547.37  32,548.14  32,548.93 50 100 

SSM [17] 32,599.07 32,645.30 32,711.26  50 100 

ISSM [17] 32,544.97 32,545.45 32,561.79 10 100 

WSO 32,544.97 32,555.45 32,571.79 50 100 

 

 

4.3.  Solution data for the second test system 

In this section, we continue using WSO to find solution data for system 2 by adjusting the load 

demand from 960 MW to 3,542 MW with a step size of 1 MW, where 960 MW and 3,542 MW are the 

system’s smallest and biggest total generation power. The results obtained by WSO are given in Figure 7.  

In the figure, the black line presents the minimum costs, while solutions are displayed in different line bars. 

 

 

 
 

Figure 7. The costs and solutions obtained by WSO for system 2 with various loads 

 

 

Clearly, with each load value, we can find one cost and generation power of 15 thermal units. Doing 

this will give operators a map of the complete system’s solutions. Data are beneficial because they help 

operators make decisions quickly when requiring correct power generation from power plants. If the supply 

side always meets the consumption side, the system will operate efficiently and safely. To demonstrate the 

performance of this work, we assume that system 2 must supply power for loads in one day, as shown in 

Figure 8; the fuel cost of the power plant and the power of units can be found easily by searching the solution 

map mentioned. Therefore, the results and solutions will be presented in Figure 9. 
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Figure 8. Typical loads in one day for system 2 

 

Figure 9. The costs and solutions obtained by WSO in 

one day for system 2 

 

 

5. CONCLUSIONS 

This study has successfully applied two methods (WSO and TSA) to reach optimal solutions for 

ELD problem. Three study cases have been investigated with two purposes: a. checking the effectiveness of 

two applied methods (WSO and TSA) by implementing the first two study cases; b. providing solution data 

for operators by implementing the last study case. Firstly, as can be seen from the ELD problem solution 

outcomes of Systems 1 and 2, WSO outperforms TSA. In addition, these results from WSO are also 

competed to other methods. As a result, WSO can reach the same best cost or better than others, concluding 

that WSO is an effective search method. Finally, by changing the load from the smallest and highest power of 

all units of system 2, WSO can find a set of solutions. From the solution set, we will assist operators in 

deciding on power plants when loads are given. In the coming, further improvements in WSO’s performance 

can be achieved by changing the way it updates itself with new solutions. In addition, the uncertain features 

of renewable energy sources like solar radiation and wind speed will be considered and examined to 

demonstrate how energy instability affects the power system’s technical and economic concerns. 
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