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 Hepatitis C is a disease that affects millions of people worldwide. It is spread 

through contact with contaminated blood through injections, transfusions, or 

other means. It is estimated that with early detection patients have a higher 

rate of recovery. The objective of this study is to perform a comparative 

evaluation of different models focused on the prediction of hepatitis C, to 

determine which of the models offers better performance in accuracy, 

precision, and sensitivity. The models used were logistic regression (LR), 

random forest (RF), K-nearest neighbors (KNN), decision tree (DT), and 

gradient boosting (GB), aimed at hepatitis C prediction. The training of the 

models was carried out using a dataset composed of 615 records, which 

incorporate 14 attributes. The structure of the article is divided into six 

sections, including introduction, review of related articles, methodology, 

results, discussion, and conclusions. The performance of the models was 

evaluated through metrics such as accuracy, sensitivity, F1 count, and, 

mainly, precision. The results obtained place the DT model as the most 

efficient predictor, reaching a precision, accuracy, sensitivity, and F1-score 

of 95%. 
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1. INTRODUCTION 

Hepatitis C (HCV) is a viral disease that was historically classified simply as viral hepatitis when it 

was not identified as type A or type B. This virus is mainly transmitted through blood transfusions and other 

contacts with contaminated blood. Once the infection is acquired, patients face a higher risk of developing 

chronic liver diseases, such as hepatocellular carcinoma or cirrhosis [1] According to the World Health 

Organization (WHO), approximately 58 million people worldwide are chronically infected with HCV, and 

more than 1.2 million new infections are reported each year. Of these, about 3 million children and 

adolescents are also chronically affected [2]. HCV primarily attacks liver cells and is unique to humans. This 

virus possesses a remarkable ability to evade both innate and adaptive immunity, resulting in chronic 

infections in approximately 70% of cases [3]. The appearance of HCV antibodies is a common indicator of 

infection; according to records, Africa and Asia are known to be the continents with the highest prevalence 

rates of these antibodies, while Australia, North America, and Western Europe show the lowest rates [4]. 

Although preventive methods, such as vaccination and the use of promising new drugs, can cure HCV 

infection in up to 70% of treated patients [5], most infected individuals are unaware of their condition, so it is 

a priority to implement screening programs for early and timely detection of the disease [6]. 

https://creativecommons.org/licenses/by-sa/4.0/
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HCV is divided into a total of seven genotypes, which are divided into multiple subtypes, the 

classification of these genotypes depends on the ethnic group and mode of transmision [7]. Genotype 1 is the 

most common with 46% of all cases, with presence in regions of Asia, North America, Australia, South 

America, Northern and Western Europe Northern and Western Europe [8], [9]. Genotypes 2, 4, and 6 account 

for most of the remaining HCV cases, but only one case of type 7 has been reported so far in Canada [10]. 

During a prevalence review in the United States, an average of 3.5 million people in the country were 

identified as being infected with HCV [11]. It was also identified that 57% of people had been screened and 

were aware of their condition, and 50% had HCV antibodies in their system [12]. The prevalence of the 

disease in countries such as Egypt is 18% to 22%, in Italy it is 2.5% to 10%, in Pakistan it is 4.9%, in China 

it is 3.2% and in Indonesia, it is 2.1% [13]. 

Currently, artificial intelligence (AI) methods, such as machine learning (ML) and deep learning 

(DL) models, are playing a crucial role in the process of diagnosis, prediction, and treatment of diseases, such 

as diabetes, Alzheimer’s disease, and heart disease [14], [15]. In ML-related studies, algorithms or models 

are employed to identify patterns or indicators within large data sets [16], [17]; to detect the possible 

existence or absence of the ailment under investigation [18]. Therefore, this tool can be useful for the 

development of an HCV prediction model. 

This study aims to address the need to develop innovative techniques to predict HCV infection. 

Through the benchmarking of various ML models, in order to determine which of the models offers better 

performance in accuracy, precision, and sensitivity. To this end, the logistic regression (LR), random forest 

(RF), K-nearest neighbors (KNN), decision tree (DT), and gradient boosting (GB) models are conceptualized 

and developed. This research aims not only to facilitate the early detection of HCV, but also to improve the 

design of more effective treatments against the virus, thus contributing to the reduction of the overall impact 

of this disease. 

This article is structured in six parts. The first part details and contextualizes the problems of the 

study. The second part is a review of related studies. In the third part, we develop the methodology divided 

into two sections, in the first section we conceptualize the ML models, and in the second section, we develop 

the case study. In part four of the article we present the results of the models. In part five we discuss the 

results obtained with related studies. Finally, in part six we present the conclusions. 

 

 

2. RELATED WORK 

In this section, we discuss work related to the case study. Alizargar et al. [19], aimed to use different 

ML models to predict hepatitis C with blood tests, to treat patients in the early stages of infection; in their 

methodology, they used data mining techniques to process the datasets, to subsequently train six ML models; 

the study concluded that the support vector machine (SVM) and extreme gradient boosting (XGBoost) 

models reached an accuracy of 0.82, being the best results achieved. Likewise, in the study from Syafaah  

et al. [20] they evaluated the level of accuracy achieved by different ML models to determine which is the 

most accurate in the detection of hepatitis C; in their methodology they took into account multiple indicators 

of blood tests to detect the disease, to subsequently train the classification models; the results of the study 

positioned neural networks (NN) as the best with 0.9512 in accuracy, followed by KNN, Naive Bayes (NB) 

and RF with 0.8943, 0.9024, and 0.9431, respectively. On the other hand, in the study from Ma et al. [21] 

they evaluated several ML classifiers for early prediction of hepatitis C; in their methodology, they used the 

blood records of multiple patients diagnosed with this disease to train the models; the study positioned the 

XGBoost model as the best in predicting the disease with an accuracy of 0.9156, precision of 0.98 and 

sensitivity of 0.98. In turn, Ahammed et al. [22] they sought to classify the liver states of people infected 

with the virus by making use of three ML models; in their methodology, they employed the dataset from the 

ICU repository, which was subjected to the synthetic minority oversampling technique (SMOTE), and 

subsequently applied feature selection methods to finally train the models; the study concluded that the KNN 

model achieved the best performance with 0.9440 in accuracy. In a real case, Farghaly et al. [23] evaluated 

different ML models focused on predicting hepatitis C, in healthcare workers in Egypt; for training the 

models they employed a two-stage dataset, in the first stage the dataset was without feature selection and in 

the second stage they applied feature selection focused on identifying forward sequences; the study 

concluded that the RF model achieved the best result since in the first stage it reached an accuracy of 0.9406 

and in the second stage a 0.9488. In the study from Ali et al. [24] they analyzed and evaluated the 

performance of multiple ML algorithms for the early diagnosis of hepatitis C; in their methodology, they 

applied processing techniques on the dataset such as feature selection, forward feature selection and SMOTE; 

the results of the study specified that the evaluated models achieved an average accuracy of 0.83, such as 

KNN, RF, and LR models with a performance of 0.831, 0.824 and 0.829, respectively. On the other hand, 

Chen et al. [25] they propose a unique model for each of the patients seeking to be diagnosed with hepatitis 

C; the results position the XGBoost model as the best with 0.95 in accuracy and 0.70 in sensitivity. Santos [26] 
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contrast different ML models for the prediction of the severity of hepatitis C infection in patients; in their 

methodology, they used different data preprocessing techniques, data engineering, and hyperparameter 

optimization applied to both the dataset and the four algorithms that were evaluated; the study concluded that 

the RF and GB models achieved the best accuracy and precision with 0.9350. Similarly, Harabor et al. [27], 

they developed a study to compare and evaluate the performance of four ML models for the prediction of 

Hepatitis B and C status; the results of the study showed that the model with the best predictive performance 

is KNN, with an accuracy of 0.981, followed by SVM and RF with equal accuracy of 0.976 and NB with 

0.957. The study from El-Salam et al. [28] aimed to analyze and evaluate different ML models for early 

prediction of hepatitis C; in their methodology, they applied different techniques such as feature selection for 

data processing; the results of the study positioned the Bayesian Network model with the best performance 

with 0.748 in accuracy. Hashem et al. [29] contrasted different ML models focused on the prediction of liver 

fibrosis in patients with chronic hepatitis C; the results determined that the models obtained results ranging 

from 0.663 to 0.844 in accuracy. Kareem [30] four ML models to classify and diagnose hepatitis C; the 

results of the study positioned DT with the best performance with an accuracy of 0.9344. Meanwhile, Lilhore 

et al. [31] they propose a hybrid model between RF and SVM for the prediction and classification of hepatitis 

C; in their methodology, they employed various optimization techniques for the models and SMOTE to 

create synthetic data to enhance the dataset; the study concluded that the hybrid model achieved an accuracy 

of 0.9589. Finally, Ghazal et al. [32] used the SVM model for hepatitis C prediction; the study concluded that 

the model managed to achieve an accuracy of 0.979. 
 
 

3. METHOD 

In this section of the study, we present the methodology divided into two parts, in part A,  

we conceptualize the ML models (LR, RF, KNN, DT, and GB) that we employ in this study. In part B,  

we develop the case study by analyzing and optimizing the dataset to subsequently train the models. 

 

3.1.  Description of the ML models 

3.1.1. Logistic regression 

LR is used in ML for binary classification, for example, to predict the presence or absence of a 

disease in a patient, this is done by analyzing a dataset that includes several features and a target variable [33].  

The model is a supervised learning algorithm, which aims to model the relationship between input features 

and output labels, consequently, the result is expressed as the probability that the input belongs to a particular 

class [34]. Unlike other models, LR has some limitations such as assuming that the input features and output 

labels are linear and the features independent, to overcome these drawbacks other models were created [35]. 

In (1) the model is mathematically represented. Y is the variable representing the probability of an event 

occurring, denoted by P(Y). 

 

𝑃 (𝑌) =
1

1+𝑒−(𝑏0+𝑏1𝑋1+𝑏2𝑋2+⋯+𝑏𝑛𝑋𝑛) (1) 

 

3.1.2. Random forest 

RF represents a general ML algorithm that is used in both classification and regression tasks [36]. 

This ensemble learning method creates multiple decision trees during training and generates a modal class (in 

classification) or an average prediction (in regression) from the individual tres [37]. Each tree in the forest is 

created from a random selection of training data and features, this introduction of randomness helps to reduce 

overfitting and improve the accuracy of the model [38]. In (2) shows the formula that the model uses to 

estimate the predictions for each tree. 

 

𝑟𝑛̅(𝑋, 𝐷𝑛) = 𝐸𝜃[𝑟𝑛(𝑋, 𝜃, 𝐷𝑛)] (2) 

 

3.1.3. K-nearest neighbors 

KNN in ML is used in both classification and regression, it is based on clustering data points into 

groups and assigning them to the group containing the closest data point, called k-nearest neighbor [39]. 

Moreover, it makes no assumptions about the distribution of the data, as it is a nonparametric model [40]. 

The model uses the Euclidean equation, represented in (3), to calculate the distance between continuous 

variables, while it resorts to the overlap metric for discrete variables when measuring the proximity between 

neighbors [41]. 
 

𝑑(𝑥𝑖 , 𝑥𝑗) = √∑ (𝑥𝑟𝑖 − 𝑥𝑟𝑗)2𝑝
𝑟=1  (3) 
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3.1.4. Decision tree 

The DT model is presented as a supervised ML algorithm used in classification and regression tasks [42]. 

It works by recursively dividing the data into subsets according to the most relevant attribute, creating a tree 

structure, this process continues until the data in each subset becomes consistent concerning the target 

variable or until a predetermined stopping criterion is met [43]. In (4) the mathematical equation of the model 

is expressed. Within the equation, Pn is used to express the probability of non-occurrence, s is used to 

represent the sample, E is interpreted as the entropy and Py is used to express the probability of occurrence. 

 

𝐸(𝑠) = ∑ (
𝑛
𝑘

) −𝑛
𝑘=0 𝑃𝑦 ∗ log 2𝑃𝑛 (4) 

 

3.1.5. Gradient boosting 

Is an ensemble learning technique that integrates the predictions of various base estimators, usually 

DT-based, to increase model accuracy and robustness [44]. In modeling, the word ‘gradient’ refers to the 

implementation of a gradient descent algorithm to minimize losses when integrating new models into an 

ensemble [45]. Likewise, the term ‘boosting’ is used to describe the progressive inclusion of models in an 

ensemble, with the particularity that each new model has the function of correcting the errors of its 

predecessors [46]. As a result, a powerful predictive model is obtained that can identify complex patterns in 

the data and has a lower tendency to overfit [47]. The model equation can be expressed in (5). Where f(x) 

represents the prediction function, h(x) corresponds to the prediction of the i-th least robust model, 𝑦̂ denotes 

the final model accuracy, and γ is the learning coefficient. 

 

𝑦̂ = 𝑓(𝑥) = ∑ 𝛾 ∗ ℎ(𝑥) (5) 

 

3.2.  Case study 

3.2.1. Understanding the dataset 

A dataset extracted from the UCI ML repository was used for the ML model training process. This 

dataset contains laboratory values of blood donors, patients with hepatitis C, and demographic values. It has 

615 records and 14 attributes, where all are numerical, except category and sex. The attributes are the 

following: “X” (patient id), “Category” which refers to the diagnosis (values: ‘0=Blood donor’, 

‘0s=suspected blood donor’, ‘1=Hepatitis’, ‘2=Fibrosis’, ‘3=Cirrhosis’), “Age” (in years), “Sex” (h,m) and 

the laboratory attributes: “ALB” (albumin blood test), “ALP” (Alkaline Phosphatase), “ALT” (Alanine 

Transaminase), “AST” (Aspartate Transaminase), “BIL” (Bilirubin), “CHE” (Acetylcholinesterase), 

“CHOL” (Cholesterol), “CREA” (Creatinine), “GGT” (Gamma-Glutamyl Transferase), “PROT” (Protein). 

The development process of the study is detailed in Figure 1. 

 

 

 
 

Figure 1. Case study development process 
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3.2.2. Data preparation 

Before the exploratory analysis of the data, we performed a general analysis of the characteristics of 

the attributes contained in each variable. After loading the data set, we noticed the existence of a column 

called “Unnamed: 0”, which we proceeded to eliminate. After this, we verified the type of data stored in each 

column of the dataset, we noticed that the columns “category” and “age” are of type object, so we proceeded 

to transform them to type int to ensure a better processing of the data by the models, the results can be seen in 

Table 1. Likewise, we verified the unique values and the existence of missing values, identifying the columns 

“ALP”, “ALT”, and “PROT” with missing elements and proceeded to fill these values. Table 2 shows the 

final result of the data set. 

 

 

Table 1. Data types 
Attribute Type 

Category int64 

Age int64 

Sex int64 

ALB float64 

ALP float64 
ALT float64 

AST float64 

BIL float64 
CHE float64 

CHOL float64 
CREA float64 

GGT float64 

PROT float64 
dtype: object 

 

 

Table 2. Content the data set 
  Category Age Sex ALB ALP ALT AST BIL CHE CHOL CREA GGT PROT 

0 0 32 0 38.5 52.5 7.7 22.1 7.5 6.93 3.23 106 12.1 69 

1 0 32 0 38.5 70.3 18 24.7 3.9 11.17 4.8 74 15.6 76.5 

2 0 32 0 46.9 74.7 36.2 52.6 6.1 8.84 5.2 86 33.2 79.3 

3 0 32 0 43.2 52 30.6 22.6 18.9 7.33 4.74 80 33.8 75.7 
... ... ... ... ... ... ... ... ... ... ... ... ... ... 

611 1 64 1 24 102.8 2.9 44.4 20 1.54 3.02 63 35.9 71.3 

612 1 64 1 29 87.3 3.5 99 48 1.66 3.63 66.7 64.2 82 
613 1 46 1 33 68.28392 39 62 20 3.56 4.2 52 50 71 

614 1 59 1 36 68.28392 100 80 12 9.07 5.3 67 34 68 

 

 

3.2.3. Exploratory analysis of the data 

In Figure 2, an exhaustive analysis of the target variable “Category” was carried out. The results 

reveal that approximately 70% of the patients show signs of hepatitis C, while the remaining 30% show a 

health status considered normal. This finding suggests a significant prevalence of hepatitis C in the studied 

population and a significant imbalance that will have to be taken into account when training ML models. 

 

 

 
 

Figure 2. Target variable 
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On the other hand, when performing a univariate analysis of the patient data, a significant disparity 

in terms of gender was observed. In Figure 3, the results reveal that 61.30% of the individuals are male, while 

38.70% correspond to the female sex in the data set. This finding highlights a marked predominance of males 

in the sample, which could have important implications when training the models. 

 

 

 
 

Figure 3. Sex of patients studied 

 

 

Figure 4 shows the age distribution of the patients included in the data set. There is a notable 

concentration of individuals in the age range between 40 and 60 years, with a significant presence of patients 

aged 50 years. On the other hand, there is a smaller presence of patients in the 10 to 30 age range, as well as 

in those over 60 years of age. This disparity in age distribution underscores the importance of analyzing and 

understanding the demographic characteristics of the population under investigation. 

 

 

 
 

Figure 4. General distribution by age 

 

 

Likewise, in Figure 5, a comparison was made between the age of the patients and their hepatic 

status. It is observed that those in the age range of 20 to 40 years present a higher propensity to develop 

hepatitis since there is a significantly higher concentration of cases in this interval in the data set analyzed.  

In addition, it is highlighted that patients who reach 50 years of age show a higher probability of developing 

fibrosis in the future. In a similar context, patients reaching 60 years of age show a higher probability of 

developing cirrhosis, while those between 40 and 50 years of age also exhibit a certain predisposition, 

although with a somewhat lower probability. However, it is important to note that there is a group of patients 

in good health in the 30-45 age range. 

According to Figure 6, there is evidence of a greater propensity of men to develop liver disease 

compared to women. When examining Figure 6(a), it stands out that 5.3% of male patients present hepatitis, 

a figure that is equally significant in the case of cirrhosis, with a percentage of 5.3%, and 3.4% in fibrosis.  
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In contrast, in the female group, a lower incidence is observed, with only 1.7% affected by hepatitis, 4.2% by 

cirrhosis, and 3.4% by fibrosis as shown in Figure 6(b). These findings underscore the disparity in the 

prevalence of liver disease between men and women, suggesting a greater vulnerability of men to develop 

these types of conditions. 

 

 

 
 

Figure 5. Distribution by age and liver status 
 

 

  
(a) (b) 

 

Figure 6. Distribution by sex and liver status: (a) males and liver status and (b) women and liver status 
 

 

Likewise, according to Figure 7, Figure 7(a) a group of 533 individuals with a healthy liver was 

identified. However, it is important to highlight the presence of 24 patients diagnosed with hepatitis, 21 with 

hepatic fibrosis and 30 with cirrhosis. These liver health conditions demand specific attention and a 

comprehensive approach to ensure the well-being of those affected. In the case of hepatitis, Figure 7(b), it is 

recommended that patients receive constant medical follow-up, including laboratory tests to assess liver 

function and determine the effectiveness of treatment. Hepatic fibrosis, Figure 7(c), characterized by scar 

tissue formation in the liver, requires regular monitoring to assess disease progression. Patients are advised to 

take measures to mitigate risk factors, such as management of concurrent diseases and avoidance of 

hepatotoxic substances. In the case of cirrhosis, Figure 7(d), a more advanced and severe condition, it is 

critical to implement strategies to manage associated complications, such as ascites or hepatic 

encephalopathy. Patients with cirrhosis should strictly follow medical indications, including dietary sodium 

restriction and constant monitoring of liver function. 
 

 

    
(a) (b) (c) (d) 

 

Figure 7. Liver status; (a) healthy liver, (b) liver with hepatitis, (c) liver with fibrosis, and  

(d) liver with cirrhosis 

 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

Seeking best performance: a comparative evaluation of machine … (Michael Cabanillas-Carbonell) 

381 

Figure 8 is target variable and blood tests. Figure 8(a) clearly shows that there is a direct correlation 

between the decrease in the amount of cholinesterase in the blood of patients and a significant increase in the 

probability of contracting hepatitis. This is most prominently manifested at the 7 and 9 g/dL levels of 

cholinesterase in the blood, where there is a notable concentration of confirmed cases. It is important to 

highlight that, in general terms, a mean of 7.5 g/dL of blood cholinesterase is evident in these cases. This 

finding reinforces the association between the low presence of cholinesterase and a predisposition to contract 

hepatitis, highlighting the relevance of monitoring and addressing the levels of this enzyme as a crucial factor 

in the prevention and diagnosis of the disease. Likewise, in Figure 8(b), we note a relationship between blood 

cholesterol levels and the probability of contracting hepatitis. This pattern reveals that as the amount of 

cholesterol in the blood decreases, the probability of contracting this disease increases. It is particularly 

noteworthy that a significantly higher concentration of cases in the 3 to 5 g/dL blood cholesterol range was 

identified. More specifically, the mean cholesterol in this range is observed to be 4.5 g/dL. These findings 

underline the importance of considering cholesterol levels as a relevant factor in the incidence of hepatitis. 
 

 

  
(a) (b) 

 

Figure 8. Target variable and blood tests; (a) target variable and amount of cholinesterase in the blood and  

(b) target variable and amount of cholesterol in the blood 
 

 

In Figure 9, the impact of two additional characteristics of laboratory data on patient health is 

examined. In Figure 9(a), we contrast liver status with patients’ age and blood cholinesterase concentration. 

We observe that as age increases and the amount of cholinesterase in the blood decreases, the likelihood of 

developing cirrhosis increases significantly. Conversely, when the presence of cholinesterase is higher but 

the patient’s age is lower, the chances of contracting hepatitis increase significantly. Likewise, for ages 

between 20 and 70 years, and with an average cholinesterase level of 10, the odds of fibrosis increase.  

In Figure 9(b), it is highlighted that when the amount of albumin in the blood ranges between 40 and 50 g/dL, 

and the amount of alkaline phosphatase in the blood is low, the probabilities of hepatitis are higher, showing 

a behavior similar to that of fibrosis. On the other hand, when the blood albumin concentration is lower,  

the odds of cirrhosis are higher, regardless of the amount of alkaline phosphatase in the blood. As for  

Figure 9(c), it is observed that the lower the alanine transaminase concentration and the lower the amount of 

aspartate aminotransferase in the patient’s blood, the greater the likelihood of developing cirrhosis.  

This pattern is similarly repeated in cases of hepatitis and fibrosis. These findings suggest a complex 

relationship between the variables analyzed and liver health, highlighting the importance of considering 

multiple factors to understand and prevent liver disease. 
 

 

   
(a) (b) (c) 

 

Figure 9. How liver health is affected by two characteristics: (a) age and acetylcholinesterase; (b) blood 

albumin and alkaline phosphatase; and (c) alanine transaminase and aspartate transaminase 
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3.2.4. Data precessing 

After completing the data analysis, we divided the data set into two distinct groups. One portion was 

assigned for model evaluation, while the other portion was for model training. After splitting the data set, we 

proceeded to scale the data and train the corresponding models. This process ensures adequate performance 

evaluation and effective training of the models, thus contributing to the robustness and efficiency of the 

results. The importance of the clinical history as a fundamental variable and the technological intervention 

intrinsic to the modeling process made randomization impractical. Regarding blinding, we became aware of 

the internal complexity of ML models, so we chose to focus on transparency and reproducibility through 

detailed disclosure of the model architecture, hyperparameters, and evaluation methods. These 

methodological choices were based on the need to address the specific limitations of the study, with the aim 

of ensuring the integrity and ethics of the research. 

 

 

4. RESULTS 

Once the analysis and processing of the dataset were completed, we proceeded to train the ML 

models focused on hepatitis C prediction. The LR, DT, KNN, RF, and GB models were trained, to identify 

the model with the best performance in precision, accuracy, and sensitivity when predicting the disease.  

The results of these trainings are shown in Table 3. 

The LR, RF, KNN, DT, and GB models achieved an accuracy of 89%, 93%, 85%, 95% and 94%, 

respectively. Likewise, in the accuracy indicator, the models registered 88%, 94%, 88%, 88%, 95% and 95%, 

respectively. The results highlight the DT model as the most effective predictor for hepatitis C, achieving a 

performance of 95% in accuracy, precision, sensitivity, and F1-score. It is closely followed by the GB model, 

with 94% in accuracy, 95% in precision, 94% in sensitivity, and 94% in F1-score. In third place is the RF 

model, with 93% in accuracy, 94% in precision, and 93% in sensitivity and F1-score. Despite not achieving 

metrics above 90%, the other models also obtained significant results. The KNN model achieved 85% in 

accuracy and sensitivity, 88% in precision, and 82% in F1-score. On the other hand, the LR model 

demonstrated solid performance with 89% accuracy, 88% in precision, 89% in sensitivity, and 87% in  

F1-score. 

 

 

Table 3. Model training results 
   Precision Recall F1-score Support 

Logistic regression 0 0.89 0.98 0.93 99 
1 0.86 0.50 0.63 24 

accuracy     0.89 123 

macro avg 0.87 0.74 0.78 123 
weighted avg 0.88 0.89 0.87 123 

Random forest 0 0.93 0.99 0.96 99 

1 0.94 0.71 0.81 24 
accuracy     0.93 123 

macro avg 0.94 0.85 0.89 123 

weighted avg 0.94 0.93 0.93 123 
KNN 0 0.85 1.00 0.92 99 

1 1.00 0.25 0.4 24 
accuracy     0.85 123 

macro avg 0.92 0.62 0.66 123 

weighted avg 0.88 0.85 0.82 

Decision tree 0 0.95 0.99 0.97 99 

1 0.95 0.79 0.86 24 

accuracy     0.95 123 
macro avg 0.95 0.89 0.92 123 

weighted avg 0.95 0.95 0.95 123 

Gradient boosting 0 0.93 1.00 0.97 99 
1 1.00 0.71 0.83 24 

accuracy     0.94 123 

macro avg 0.97 0.85 0.90 123 
weighted avg 0.95 0.94 0.94 123 

 

 

5. DISCUSSION 

HCV is a disease transmitted through contact with contaminated blood, claiming millions of lives 

annually. The most important findings of this study indicate that ML models can be effective tools for 

predicting hepatitis C. The LR, DT, KNN, RF, and GB models were evaluated. This evaluation was 

performed using performance metrics such as accuracy, precision, and sensitivity. Accuracy measured the 
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percentage of correct model predictions over total predictions, allowing us to assess how well it distinguishes 

between infected and uninfected patients. Accuracy indicated the reliability of the positive predictions, i.e., 

how many of the positive predictions are actually correct. Recall measured the proportion of true positives 

correctly identified by the model, which is crucial to ensure that the majority of hepatitis C cases are 

detected, minimizing false negatives and ensuring that few infected people go undetected.  

The benchmarking process began with the collection and preparation of the dataset. In this study, a 

dataset with 615 records and 14 attributes was used, including patient demographic information and the 

results of clinical evaluations of blood and liver, among others. Subsequently, the LR, DT, KNN, RF and GB 

models were trained using this dataset. The training involved adjusting the model’s parameters to minimize 

error in the predictions. After training, each model was evaluated for performance using a test dataset, 

calculating the accuracy, precision, and sensitivity metrics for each model. Subsequently, the results were 

compared, identifying the one with the best performance. After training, the models achieved the following 

results in terms of accuracy: LR (89%), RF (93%), KNN (85%), DT (95%), and GB (94%). In terms of 

accuracy, the results were: LR (88%), RF (94%), KNN (88%), DT (95%), and GB (95%). Of the results, the 

DT model showed the best overall performance with 95% in the metrics of accuracy, precision, sensitivity 

and F1-score. These results indicate that the DT model is the most suitable for predicting hepatitis C 

compared to the other models evaluated. DT’s high accuracy and precision suggests that it can correctly 

identify both infected and uninfected patients, which is crucial for early detection and effective treatment of 

the disease. 

This result is consistent with previous studies. For example, in the study from Kareem [30], the DT 

model achieved 93.44% accuracy using demographic data and clinical test results. However, in that study, 

they differed in data processing and optimizing ML models. Similarly, the GB model in our study achieved 

94% accuracy, sensitivity, and F1-score, and 95% accuracy, compared to the study from Santos [26], where 

the model achieved 93.50% accuracy in predicting Hepatitis C. One of the coincidences with this study is the 

use of the same dataset, but differentiating with the application of 5-fold cross-validation. On the other hand, 

the RF model had a 93% performance in accuracy, sensitivity, and F1-score, results similar to those achieved 

in the studies [20], [23], [26], where the models achieved about 94% in accuracy, using additional techniques 

such as feature selection and forward sequential selection to improve their models, unlike our study where 

such techniques were not employed. The LR model in this study achieved a performance of 89% in accuracy 

and sensitivity, 88% in precision, and 87% in F1-score, similar to those recorded in [24], where the model 

had a performance of 82.9%, using the SMOTE oversampling technique to generate synthetic data and 

forward sequential selection to process the data, these being the main difference with our study. Finally, the 

KNN model was one of the last models with the lowest performance, with 85% accuracy and 88% precision. 

This is similar to the study from Ali et al. [24], where the model achieved 83% in accuracy, but differed 

significantly in studies such as [22], [27] where the model achieved 94.40% and 98.1% in accuracy, 

respectively, highlighting the use of optimization techniques and methods that were not employed in this 

study. Although the ML models evaluated achieved outstanding results consistent with previous studies, it is 

clear that the use of data optimization and processing techniques could further improve the performance of 

these models. Future studies should consider the integration of these techniques to maximize efficacy in 

predicting hepatitis C. It’s important to also consider limitations, such as the size of the dataset and the 

variety of attributes. Larger, more diverse datasets could improve model generalizability. 

The aim of this study was to benchmark different ML models for hepatitis C prediction, in order to 

determine which of the models offers better performance in terms of accuracy, precision, and sensitivity. The 

ability to predict hepatitis C accurately and early is crucial to improving detection and treatment rates of the 

disease. This study underscores the importance of implementing advanced predictive tools in the clinical 

setting to identify infected patients and administer appropriate treatments in a timely manner. This study 

contributes to the emerging field of digital health, demonstrating how ML models can be integrated into 

clinical practice to improve diagnostic accuracy and management of infectious diseases such as hepatitis C. 

The inclusion of other types of clinical data and biomarkers in future studies could further improve the 

accuracy and usefulness of predictive models. 

 

 

6. CONCLUSION 

HCV infection is a disease with no cure available today, affecting millions of people of all ages 

around the world. It spreads mainly through contact with contaminated blood, through injections, 

transfusions, and other means. Given that up to 70% of infected individuals can achieve a successful recovery 

if they receive treatment in a timely manner, it is crucial to develop techniques that make it easier for medical 

professionals to detect this pathology early. In this study, five ML models focused on the prediction of 

Hepatitis C were developed, analyzed, and evaluated, with the aim of determining which of the models offers 

the best performance in this task. After analyzing, processing, and training the models, the results showed 
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that the DT model achieved the best performance in terms of accuracy, precision, sensitivity and F1-score, 

reaching 95%. The GB and RF models also demonstrated good performance, with an accuracy of 94% and 

93%, respectively. It is important to note that during the univariate and multivariate analysis stage of the 

dataset, we observed that certain indicators allow us to predict with high probability whether a person suffers 

from hepatitis C. Factors such as age and sex were found to be determinants, as older people and men are 

more likely to contract hepatitis C. In addition, indicators such as cholesterol and cholinesterase levels in the 

blood were also significant: the lower these levels, the higher the likelihood of HCV infection. 

Although the results of this study are promising, it is essential to consider that optimization 

techniques play a crucial role in the accuracy of ML models. A poor optimization or data processing process 

can negatively affect training results. Therefore, it is recommended that appropriate techniques and methods 

be employed in future studies to improve the effectiveness of these predictive models further. Specifically, 

future research should explore the integration of more advanced optimization techniques and the use of 

broader and more varied datasets to improve the accuracy and generalizability of predictive models. In 

addition, the inclusion of new types of clinical data and biomarkers could provide valuable additional 

information for predicting hepatitis C. It is essential to continue to develop and refine advanced predictive 

tools to facilitate the early detection and effective treatment of hepatitis C, which would contribute to 

improving recovery rates and lessening the impact of this disease globally. 
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