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 In this paper, we design and analysis of mean filter using field 

programmable gate arrays (FPGAs) for digital images, FPGAs are integrated 

circuits consisting of interconnections that connect programmable internal 

hardware blocks allows users to customize operations for a specific 

application. FPGA is an ideal choice for real-time image processing, these 

FPGA devices are controlled in Verilog or VHDL languages, allowing to 

design at different levels and adapt to design changes or even support new 

applications throughout the life of the component. Digital image filtering is 
the most important task in image processing and with the help of 

computers, image recognition involves identifying and classifying objects in 

an image. This paper design of mean filter for digital image processing, 

implementation and analysis of image processing algorithms on FPGAs. The 

results obtained on the FPGA are compared and analyzed with the results by 

MATLAB software. 
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1. INTRODUCTION  

Digital image processing is a field that has been and is developing very quickly, related to many 

different fields of study and research directions. As the computing power of computers becomes more and 

more powerful, computers can now process large data sets, such as videos, images, concepts and techniques. 

Digital image processing is increasingly being discussed and researched. Digital image processing is 

considered as one of the fastest growing areas of technology today used in many industries. It is a complex of 

applications that ranges from image enhancement to automatic image recognition, to computer vision or 

robotics processing tasks [1]-[8]. 

Image processing tasks involving various processes such as image enhancement and object detection 

can be performed easily on computer systems, but are time-limited because of additional constraints on 

memory and peripherals. Executing specific applications on hardware often results in higher processing 

speeds than on software. With advancements in VLSI technology, hardware-based implementations are 

slowly taking over the market. Complex computational tasks on hardware are solved by parallel and 

overlapping algorithms; this will reduce most of the processing time [9]-[17]. 

Field programmable gate arrays (FPGAs) is an ideal choice for real-time image processing. These 

FPGA devices are controlled in Verilog or VHDL languages, allowing engineers to design at different levels. 

https://creativecommons.org/licenses/by-sa/4.0/
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Specifically, these hardware description languages allow engineers not only to describe the image processing 

circuitry at a logical level, but also to simulate and evaluate processing performance [18]-[26]. 

This paper design of mean filter using FPGAs for digital images, and is organized as follows. 

Section 2 present the digital image filter methods. Section 3, the system analysis and design are described. 

Section 4, the results and discussions are presented, and the paper is concluded in section 5. 

 

 

2. DIGITAL IMAGE FILTER METHODS 

2.1.  Digital image processing algorithms 

Windowing operator: in the implementation of basic digital image processing algorithms, a special 

operator called the window operator is often used. The window operator is a set of definite shape, consisting 

of pixels associated with a central pixel, which is the pixel being processed. Operations on these pixels will 

have an effect on the central pixels that are also pixels being processed in an image processing algorithm. 

The window operator has many shapes, depending on the implementation algorithm. However, the most 

commonly used operators are square operators with odd sides, for example: 3×3, 5×5, 7×7. 

Convolution: is not an image processing algorithm, but a common operation in image processing 

algorithms that use the window operator. Convolution is used in edge detection and linear filtering problems. 

Examble of convolution is shown in Figure 1. Convolution computes the new value of the center pixel of the 

window operator, by performing the calculation with the neighboring pixels and the center pixel itself. 

 

 

Input Window  Convolution Mask   Output Pixel 

50 10 20  1 1 1   − − − 

30 70 90  1 2 1 → − 58 − 

40 60 80  1 1 1   − − − 

 

Figure 1. Example of convolution 

 

 

Filters: in many technical fields, noise plays a major role in causing difficulties when we need to 

analyze a certain signal, nor does it exclude the image signal. There is a big difference between a real image 

and the resulting digitized image because there are many interfering processes. It is caused by electronic 

noise of the receiver or poor quality of the digitizer. Let's see how noise is represented in the image. 

Assume the image is a region of uniform gray level. Thus, the elements of the matrix representing 

the image after the digitization process must have the same value. But actually observed, we see: near the 

average value of the gray level, there are elements that dominate quite a lot. That is the noise phenomenon. 

Thus, the noise in the digital image is considered as a fast displacement of the received signal (image signal 

I[m,n]) over a short distance. Considered equivalently in frequency space, the noise corresponds to the high 

frequency components in the image. 

 

2.2.  Analysis of mean filter 

Mean filter is a linear filtering technique [10]. The averaging filter algorithm is to use a filter 

window (3×3), which scans each input pixel in turn. At the position of each pixel, the value of the 

corresponding pixels in the 3×3 region of the original image is "filled" into the filter matrix. In output image, 

the pixel value is the average value of all pixels in the filter window. 

With mean filtering, each pixel (Pixel) is replaced by the weighted average of the points in the 

neighboring. Assume that there is a filter matrix (Kernel) (3×3) that scans each pixel of the input image Isrc. 

At the position of each pixel, the value of the corresponding pixels in the region (3×3) of the original image 

is put into the filter matrix (Kernel). The pixel value is the average of all the pixels in the image in the filter 

matrix. 

To smooth an image, a moving window of N×N pixels of the image can be performed. For example, 

with the 3×3 filter below, set the center pixel of the window on the given pixel; multiply the image's pixels 

by the pixels in the window, sum the result, and copy as the value of the output pixel. Then move the window 

from one place to the right or down and repeat; The operation is called convolution. The filter mask is shown 

in the equation. 
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𝐻(𝑖, 𝑗) = [

1/9   1/9  1/9
1/9   1/9  1/9
1/9   1/9  1/9

] = 1/9 [
1      1       1
1      1       1
1      1       1

] 

 

By blurring the image, the median filter removes noise from the image, this process is done through 

the following steps: 

− Step 1: calculate the sum of the components in the filter matrix (Kernel). 

− Step 2: divide the average of the sum of the components in the matrix calculated above with the number 

of elements of the filter window to get 1 value Itb(x, y). 

− Step 3: correction: 

 

𝐼𝑓 𝐼(𝑥, 𝑦) − 𝐼𝑡𝑏(𝑥, 𝑦)  >  𝜃 𝑡ℎ𝑒𝑛 𝐼(𝑥, 𝑦)  =  𝐼𝑡𝑏(𝑥, 𝑦) 
𝐼𝑓 𝐼(𝑥, 𝑦)𝐼𝑡𝑏(𝑥, 𝑦)  <=  𝜃 𝑡ℎ𝑒𝑛 𝐼(𝑥, 𝑦)  =  𝐼(𝑥, 𝑦) 

 

where 𝐼(𝑥, 𝑦) is the pixel value at a point (𝑥, 𝑦) and a threshold 𝜃, 𝐼𝑡𝑏(𝑥, 𝑦) is the average of all pixels in the 

filter window. The averaging filter algorithm to compute its output, therefore, the design of the algorithm in 

VHDL is difficult. The VHDL synthesis engine provides efficient mapping to hardware mathematical 

designs for it. The hardware divider on FPGA is quite big and slow, we use the bitwise division by shift 

method. Since this can be done with powers of two, division by 8 is performed instead of division by 9, as 

intended in the design of the algorithm. 

 

2.3.  Field programmable gate arrays kit 

The FPGAs kit used is Virtex-7 VC707, that is a high flexible, full featured, and high speed serial 

base platform. The Virtex-7 XC7VX485T-2FFG1761C includes basic components of design tools, hardware, 

IP, serial connectivity and advanced memory interface, and pre-verified reference design for system that 

demand of high performance. The schematic diagram of the Board Virtex-7 VC707 is shown in Figure 2. 

The Virtex-7 FPGA VC707 kit has basic features such as; pre-verified reference designs, designs 

tools, hardware, and internet protocol; the Virtex-7 VX485T FPGA is using for 40 GB/s connectivity 

platform for high bandwidth applications, and high performance; embedded processing support with RISC  

32 bit, Micro Blaze. And it can develop network applications with 1000 Mbps, 100 Mbps, 10 Mbps ethernet. 

It allows serial connections to SFP+ and IIC pairs, PCIe Gen2x8, SMA, UART; memory interface with 1 GB 

DDR3 SODIM Memory up to 800 MHz/1600 Mbps; expand I/O with FPGA Mezzanine card interfaces. 
 

 

 
 

Figure 2. Diagram of board virtex-7 VC707 
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3. SYSTEM ANALYSIS AND DESIGN 

3.1.  Implementation of mean filter on FPGA 

The mean filter is used to calculate the pixel value of a certain pixel of the final image. The values 

of column and row are given as 5 bits with the address of the memory location of the output component of 

BRAM, respective of 9 Pixel values are retrieved from the input, address of the pixel values in input BRAM 

is shown in Figure 3. Overview diagram of the averaging filter block is shown in Figure 4. 

 

 

 
 

Figure 3. Address of the pixel values in input BRAM 

 

 

With that, the variables row_offset and col_offset is used for the purpose of implementing the for 

loop. And both are initialized to -1 and it loops until the value of row_offset reaches 1. The address value is 

used to get the pixel value and added to the global variable sum. The final value for the output image is 

obtained by dividing it by 9 Pixel, which is the kernel size. It is then sent to the output with the address of the 

output Block RAM. 

 

 

 
 

Figure 4. Overview diagram of the averaging filter block 

 

 

The in/out blocks with high drive of clock buffers, it is located around the chip. The buffers are 

connected to the clock input pins and drive the clock signals into the global clock lines. The clock lines are 

designed so that the time offset is minimal and the propagation time is fast. Synchronous design is required 

for FPGAs since absolute offsets and hysteresis are not guaranteed. Only, when using clock signals from the 

buffers, relative delay and offset times are guaranteed. 

 

3.2.  Systems design in VHDL 

The diagram of the high-order architecture of the mean filter in FPGA is shown in Figure 5, it is 

basic block functions are listed as: 

− Scheduler: the image convolution process is managed by the scheduler, when user input is given this 

process is initiated by the scheduler. And then, the values of pixel of column and row that the average 

value should be obtained are fed to the mean filter and the init_single_op flag be activated. All the 

column and row values of the pixels are fed to the mean filter. 

− Block RAM: BRAM is used to store large amounts of data inside FPGAs. They are one of four 

components commonly identified on the FPGAs datasheet. BRAM is created using the block memory 

generator IP core and it is used to store the input image and the calculated output image. 

− UART handler and UART line: the UART processor receives the input image from the Rx line and loads 

it into the first BRAM. After completing the whole process, the BRAM sends the resulting image to the 

Tx line. UART Lite communication between the computer and FPGA module and it has four registers as 

follows. UART communication is achieved by performing read and write operations on the above four 

registers. The read and write operations are performed using the AXI protocol, which is the protocol used 

for communication in network-on-chip systems. 
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Figure 5. Diagram of the high-order architecture of the mean filter in FPGA 

 

 

4. RESULTS AND DISCUSSION 

After analyzing and designing the mean filter system, we proceed to initialize and build it on Vivado 

2020.2 with VHDL language. Using board of Virtex-7 FPGA VC707 and perform edge detection digital 

image with a grayscale image with width of 512 Pixel and height of 512 Pixel, the pixel count of 512 512  

equals 262,144 pixels. Then in these 262,144 pixels, there will be pixels with the same gray intensity. 

Assuming that, the bit range of image is from 0 to 255, and bit 1 has 150 pixels, bit 0 has 100 identical pixels, 

etc. Continue doing this up to bit 255 which is N identical pixels. 

The matrix considered is of size 3×3. So, to count 9 Pixel elements, that need 4 bits (0000 to 1001). 

The “pixel count” consists of 4 bits used to keep track of the number of pixel elements read before the 

convolution process. The filtered image is not currently in the usual format to be displayed. Therefore, to be 

able to compare the results of the image processing algorithm in VHDL with the algorithm in MATLAB, we 

need to convert the processed image into a normal image format. 

Figure 6, illustrates the histogram of the different between VHDL and MATLAB, using Virtex-7 

FPGA VC707. This will allow the designer based on those comparison results to be able to make appropriate 

changes, in order to come up with the most profitable options when designing an image processing system. 

Looking at the histogram, based on the value columns, it is easy to see that: most of the pixels have values in 

the range [150, 250]. Compare the results performed on hardware and simulation results on software are 

similar. This shows that the algorithm built on FPGA using Vivado engine has ensured the correctness of the 

design. 
 
 

 
 

Figure 6. Histogram of the different between VHDL and MATLAB 
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5. CONCLUSION 

This paper design of mean filter using FPGAs for digital images, implementation and analysis of 

image processing algorithms on FPGAs. The proposed FPGAs implementation takes 0.721 ms, including the 

write time, SRAM read and the computation time to detect edges of 512×512 images when clocked at  

50 MHz. Among hardware solutions for building digital image processing systems, perhaps FPGA is one of 

the most suitable solutions. Not only the processing results are equivalent to software solutions, but it also 

meets the simplicity and compactness in terms of hardware. With FPGA, we can design a block-by-block 

system that works in parallel, allowing processing speed to be increased many times over sequential 

processing. This is very important for systems that require fast processing speed, such as robotic arms that 

pick up moving objects. 
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