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 The purpose of many advanced forms of cyberattack is to deceive the 

monitors, and as a result, these attacks often involve several kinds, levels, 

and stages. Existing anomaly detection systems often examine logs or traffic 

for indications of attacks, ignoring any additional analysis regarding attack 

procedures. This is done to save time. For example, traffic detection 

technologies can only identify the attack flows in a general sense. Still, they 

cannot reconstruct the attack event process or expose the present condition 

of the network node. In addition, the logs kept by the firewall are significant 

sources of evidence; nevertheless, they are still challenging to decipher. This 

paper introduces support vector machine algorithm-based Anomaly 

detection (SVMA) in network logs and firewall logs to provide robust 

security against cyberattacks. This mechanism consists of three modules: 

preprocessing, feature selection and anomaly detection. The genetic 

algorithm (GA) selects the better feature from the input. Finally, the support 

vector machine (SVM) isolates an anomaly powerfully. The investigational 

outcomes illustrate that the SVMA minimizes the required time to select the 

features and enhances the detection accuracy. 
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1. INTRODUCTION 

Cyberattacks almost always leave traces on the devices that make up the network. The attack vector 

of an attacker often involves jumping via numerous routers or servers before the attacker uploads malicious 

code (for example, an XSS script), implants malware (for example, a botnet), and submits an unapproved 

patch that contains dangerous payloads [1]. In most cases, the traces of a cyberattack may be found scattered 

over the activity logs of a number of different computers belonging to various victims [2]. Conversely, since 

the logs are scattered over a variety of unconnected sources, it is still necessary to have human intervention in 

order to piece together the contextual information of each bad footprint. Therefore, relying on the logs for 

anomaly identification will not provide the desired results [3]. This kind of information is an example of what 

https://creativecommons.org/licenses/by-sa/4.0/
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is known as complementary evidence. However, using merely the data from network traffic is inadequate to 

correctly identify attack patterns and provide a comprehensive understanding of assaults. 

In addition, firewalls provide the function of control gates that network packets must go through to 

pass through the firewall. System administrators are responsible for configuring firewalls in a manner that is 

compliant with the standards of their business [4]. Firewall is an essential part of today’s networks because of 

the critical role they act in safeguarding the network against any threats, whether they originate from inside 

the network or from the outside. Because they depend on the company implementing the firewall, these 

regulations are subject to change. In addition, because of technological improvements and the ever-shifting 

behavior of the surrounding environment, revising these guidelines is a labor-intensive and ongoing process 

[5]. Actions are done, such as Grant, Omit, Refuse, or Readjust -both. If choose the wrong step to take while 

handling a session, it might lead to security vulnerabilities, which would then make it possible for unwanted 

events to take place, such as the shutdown of devices, the loss of service, indirect loss of profit, or the leaking 

of sensitive materials [6]. 

On the other hand, the management of and the development of the rules that decide the proper 

actions have grown intricate and prone to mistakes [7]. Machine learning (ML) techniques have enormous 

promise in various disciplines, including cybersecurity. There is a growing understanding, in the realm of 

cybersecurity, of the positive usage of ML algorithms. These records keep a wealth of information that is 

hidden from view. This information, coupled with the patterns in the properties of the network traffic, may be 

found and worked via ML to develop models that help identify network risks [8]. Training these systems 

enables them to produce warnings when dangers are discovered, identify new forms of malware and secure 

enterprises’ personal details. In addition, ML approaches vital tools for many years owing to their capacity to 

improve decision-making without the need for direct human involvement, which paves the way for more 

effective analysis on a broader scale [9]. Hierarchical anomaly-based detection of dissiminated domain name 

system (DNS) attacks (HADA) inside corporate networks. This system recognizes strange patterns in DNS 

traffic. This system makes it possible to identify malicious actions; for example, denial of service (DoS) 

attacks. This solution uses numerous layers of analysis to distinguish between benign as well as malicious 

DNS traffic, which ultimately results in an improved security posture for the network. However, this 

mechanism can’t detect the firewall logs. Furthermore, it detects the DoS attack, and it is not able to detect 

the anomaly [10]. 

SVM with clustering to differentiate among normal as well as abnormal traffic patterns. Clustering 

assists in organizing data points that are quite similar to one another. The model improves the accuracy of 

anomaly detection (AD) in network traffic due to the integration of different approaches, which in turn makes 

the model more efficient and dependable [11]. Isolation Forest and two deep autoencoders are used in the 

proposed unsupervised learning for log message anomaly identification that uses the model. The autoencoder 

networks are used first for training and feature extraction and subsequently for AD, while the isolation forest 

is utilized for positive sample prediction [12]. The GA is used for feature selection, while the Naive Bayes 

classification method is used for data analysis. To optimize the feature subset for AD, a GA is used to choose 

the characteristics from the dataset that are most relevant. The data that was picked for analysis is then sent 

into a Naive Bayes classifier, which looks for irregularities in the data that was collected via fog computing. 

This hybrid approach improves the accuracy of AD while simultaneously increasing its efficiency [13]. One-

class SVM algorithm is developed for one-class classification, which means that it is trained only on the data 

belonging to the normal class and recognizes anomalies. In this particular scenario, it refers to the logs 

generated by the Juniper router devices. The scope of this research is to enhance the security and 

performance monitoring capabilities of Juniper router devices by reliably identifying and flagging aberrant 

patterns or occurrences inside the router logs [14]. 

The J48 technique for ML is based on decision trees, and the updated version contains Kendall’s 

correlation coefficient, which evaluates the degree to that two variables are connected with one another. The 

purpose of this research is to investigate if adding Kendall’s correlation coefficient into the J48 algorithm for 

classification tasks improves its accuracy and reliability [15]. In internet of things (IoT) contexts, data of poor 

quality may include information that is noisy, fragmentary, or erroneous. The purpose of this mechanism is to 

analyze how ML models can successfully deal with such difficult data situations. This mechanism represents 

an AD model which can effectively distinguish unexpected patterns or occurrences within IoT data despite 

the low quality of the data [16]. 

A technique that uses distance to identify unusual characteristics inside log data. Log files include 

records of a variety of actions and occurrences, and it is essential for the security of the system and for 

troubleshooting purposes to identify any irregularities within these data. The distances between 

characteristics in log entries are being measured as part of the suggested technique [17]. The approach may 

discover features that considerably differ from the predicted patterns by computing these distances and 

comparing them. This method allows the identification of aberrant activity inside log files, giving system 

administrators and security experts a helpful to discover possible security concerns or behaviors that are not 
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normal [18]. An AD system known as SmartRadar was developed primarily for use in scenarios that include 

remote work. SmartRadar uses the SVM [19] for AD [20]. The system is an intelligent piece of software 

developed to monitor and assess the goings-on in remote working environments. It is able to differentiate 

between usual patterns of behavior when working remotely and aberrant or suspicious activity thanks to the 

use of SVM [21]. The major objective of SmartRadar is to improve safety and productivity by recognizing 

and notifying users of potentially dangerous or unlawful behaviors in remote working settings [22].  

An artificial neural network to rapidly sift through Spark logs data and operating system observation to 

precisely notice and categorize anomalous behaviors by the Spark resilient features [23]. A graph-based 

approach to unsupervised log anomaly identification has been developed and named Logs2Graphs. This 

approach first transforms event logs into graphs that are attributed, directed, and weighted and then uses 

graph neural networks to conduct AD at the graph level [24].Using data mining and ML, distributed firewalls 

may implement AD of rules, which looks for unusual behavior. The solution that has been suggested is used 

on large logs that come from distributed firewalls [25]. Cloud computing [26] allows the proposed seizure 

prediction mechanism is more accessible and scalable [27]. Cloud-based decision-support system [28] 

applying K-nearest neighbors’ algorithm with IoT structure system integrates IoT devices [29] to collect and 

transmit the data [30]. Fuzzy logic with bayesian decision algorithm isolates the DoS packets efficiently.  

The fuzzy logic system is applied to validate the data packets [31]. 

 

 

2. PROPOSED METHOD 

This work mostly intends to execute AD during incorporating the network with firewall logs. 

Particularly, the network logs and firewall logs are incorporated by association rules. This approach can 

efficiently enhance the AD performance and rebuild the network attack procedure that changes to 

comprehend an entire view of the network surroundings. The environmentalism of the network is highly 

complicated since there are so many different kinds of attacks. For example, botnets have to first transmit 

control instructions to each command and control (C&C) Server before sending them to the controlled host. 

In contrast, worms have to earliest upload malicious code to the target host before infecting additional 

computers via the target host. As a result, the network logs and traffic flows have the potential to play 

extremely significant roles in the identification of cyberattacks. 

Initially, we retrieve the traffic flows via port mirroring and then we use TCPDUMP to extract 

relevant traffic parameters (for instance, the port of the sender and the receiver, the protocol number, the IP 

of the sender and receiver, the packet size, and the transmit time). This grants to collect data for detecting 

anomalies. In addition, we get log information from the inner routers, firewalls, switches, and servers of the 

gateway. Next, we use association rules in an effort to reverse engineer the mapping relations that exist 

between the logs and the traffic. In conclusion, the recovered connections have the potential to be put to use 

in order to produce the time stamps of log entries and rebuild the development of attacks. This mechanism 

contains 3 processes: preprocessing, feature extraction, and AD. Initially, the log collectors primarily gather 

the traffic and logs conceived as the input data. This mechanism uses a GA algorithm for the filtering process 

that filters the unrelated data. The feature selection contains five components: correlation of traffic that 

examines the malicious traffic packets, correlation of temporal to get the time features of malicious, 

correlation of combination to form the strong significance of malicious traffic, TCP flag to record the 

forwarding and replying traffic data, and attack re-enactment. Next, we apply an SVM to detect the anomaly 

effectively. 

Preprocessing: the preprocessing procedure is employed to the data earlier than any analysis to build 

the file ready for utilization based on training and testing. The main objective of this process is data loading, 

filtering, manipulating, and exchanging the data. The log dataset consists of numerous data entries in that the 

deny action presents 2.68% and Allow denotes 88.23% of the data. This indicates that the data lost from 

inequality when equated to other class labels. 

 

2.1.  GA-based feature selection 

Frequently, several cyberattacks, for example, phishing emails and botnets, necessitate repeatedly 

forwarding the commands through programs. In most cases, the wrapper technique is superior than a filter 

approach because the process of feature selection is optimized. The traditional wrapper method is 

accomplished in two stages: searching for a subset of characteristics, and evaluating the features that were 

chosen. It continues to cycle through the first stage and second stage until either the target level of learning 

performance is reached or specified halting conditions are met. However, due to the fact that the wrapper 

technique is excessively costly, it needs additional time and raises computational complexity. 

GA is an optimal search algorithm that is able to be expeditiously used in feature selection. A GA 

contains three functions like reproduction, crossover, and mutation. Reproduction picks out the strong 
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strings; crossover aggregates good strings that develop better offspring; and mutation alters a string locally to 

provide a better string. First, the GA generates a population of possible solutions by seeding it with random 

information. A bit may be used to represent each chromosomal gene in a dataset, depending on the 

characteristics of the dataset as a whole. After that, individuals are graded according to the fitness function 

they possess. 

 

2.2.  SVM-based anomaly detection 

Identifying an action into normal and anomaly categories based on the SVM algorithm. SVM 

technology is used to categorize dissimilar types of data coming from a wide variety of fields. These have 

been used for challenges involving the classification of two classes of data, and they are relevant to linear as 

well as non-linear data classification endeavors. The SVM [31] constructs a hyperplane that divides data into 

various classes. When forecasting the margins, a non-linear classifier will utilize a selection of kernel 

functions. Exploiting the margins among hyperplanes is the primary goal of the kernel functions, all of which 

are described above. The SVM has seen extensive use in image processing and pattern identification.  

Figure 1 explains SVM algorithm-based AD. 

The radial basis function (RBF) kernel is the key component of the suggested system for carrying 

out the execution of the SVM. The kernel operation constitutes an advantage that translates input data to a 

high dimensional space to best segregate the provided data into the attack classes to which they belong. Thus, 

the kernel RBF is a useful method for distinguishing between data groups that have shared complicated 

borders. The SVM-based detection module is given training using the statistics of both the normal data and 

the suspicious data. The average of one-second intervals is used to generate the statistics pertaining to each 

characteristic. The data are then normalized and used as input into the system after being separated into a 

training segment and a test section. Because the detection module is trained to understand the behavior of the 

network under both usual and attack settings, the detection module labels as intrusion any large deviations 

from the typical behavior of the network. For this AD, the SVM classifier algorithm efficiently distinguishes 

the anomalies. 
 

 

 
 

Figure 1. SVM algorithm-based AD 

 

 

3. EXPERIMENTAL RESULTS 

This mechanism examines four types of attacks, such as botnets of HTTP, P2P, XSS, and phishing 

cyberattacks, which are interposed into the normal effects. Both the network and the firewall log data are 

gathered from university servers. To authorize the function of incorporating traffics with logs for identifying 

anomaly, we accomplish comparison experimentations by leveraging the traffic data. The network traffic nor 

logs separately attain attractive results in identifying cyberattacks. In this mechanism, we analyze the 

classification performance utilized by calculating their precision, categorization accuracy, recall, required 

time, as well as F-measure. 

The accuracy (ACU) displays what percentage of the total number of right forecastings have been 

made, which is the value of cases that have been correctly categorized. The accuracy of the classification 

may be determined by using (1) and dividing the total number of forecastings through the total number of 

forecasts. 

 

𝐴𝐶𝑈 =
𝑇𝑃𝑜𝑠+𝑇𝑁𝑒𝑔

𝑇𝑃𝑜𝑠+𝐹𝑁𝑒𝑔+𝐹𝑃𝑜𝑠+𝑇𝑁𝑒𝑔
 (1) 
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Concerning the confusion matrix contains four variables: true positive (TPos), true negative (TNeg), 

false positive (FPos), as well as false negative (FNeg). For instance, TPos proposes that the existence of dangers 

was exactly distinguished. Rather than, TNeg represents that the deficiency of threats was accurately 

forecasted, that is a positive exploitation. The information that the method wrongly forecasted that there was 

no danger FNeg and failed to distinguish the existence of the attack FPos proposes that the mechanism did not 

sufficiently notice the existance of the attack. 

 

𝑃𝑟𝑐 =
𝑇𝑃𝑜𝑠

𝑇𝑃𝑜𝑠+𝐹𝑃𝑜𝑠
 (2)

  

 

 

Additionally, the accuracy, Recall (Rca), and F-measure (F-M) are all derived using these four 

variables. When (2) is used to determine precision (Prec), the number of ‘Anomalous’ occurrences that are 

really positive is quantified as a percentage of the total number of instances that are projected to be 

‘Anomalous’. 

 

𝑅𝑐𝑎 =
𝑇𝑃𝑜𝑠

𝑇𝑃𝑜𝑠+𝐹𝑁𝑒𝑔
 (3)

  

 

 

Regarding the recall, it likewise forecasts the positive class forecasting, but, as shown in (3), it is 

computed over the whole anomalous count occurrences included inside the dataset itself, regardless of 

whether or not such instances were successfully forecasted. To conclude, the F-measure is a single count that 

aggregates the values of the precision as well as recall into one number. Figures 2 to 4 displays the precision, 

recall and F-measure (F-M) of SVMA and HADA mechanisms. It is computed by applying formula (4). 

 

𝐹 − 𝑀 =
𝑃𝑟𝑐 × 𝑅𝑐𝑎

𝑃𝑟𝑐+ 𝑅𝑐𝑎
                                (4) 

 

 

 
 

Figure 2. Precision ratio of SVMA and HADA 

 

 

 
 

Figure 3. Recall ratio of SVMA and HADA 
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Figure 4. F-Measure of SVMA and HADA 
 

 

From these figures, the proposed SVMA mechanism has a 0.9915 and HADA mechanism has a 

0.9342 precision ratio. The ratio of recall value for SVMA mechanism presents 0.996, and HADA 

mechanism has a 0.927. Furthermore, the the proposed SVMA mechanism presents the ratio value of F-

measure is 0.933 and the HADA mechanism presents the F-measure ratio value is 0.94. The SVMA 

mechanism compared to the HADA mechanisms, the SVMA mechanism provide better results in the 

network. As the figures expose, the SVMA reached the greatest operation above 0.99 than the existing 

HADA mechanism. Figure 5 explains the proposed SVMA mechanism precision percentage of selected 

features with whole features. 

From Figure 5, the whole feature precision rate is low level, but the selected features precision rate 

is high due to the SVMA mechanism using the GA algorithm to select the feature as well. The selected 

features precision percentage is 98.5 and the whole features precision percentage is 93.5. The whole featues 

creates additional delay and overhead. Figure 6 explains the Required time for selected features with whole 

features. 
 

 

 
 

Figure 5. Precision percentage of selected features with whole features 
 

 

 
 

Figure 6. Required time for selected features with whole features 
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From Figure 6, the selected features take a lesser required time which represents the best 

performance accuracy. However, the whole feature takes more required time since itself have noise and 

unwanted and repeated data. The SVMA mechanism applies a GA to pick out the better features. Figure 7 

displays an AD accuracy of SVMA and HADA mechanisms based on Experiments. 

Figure 7 clearly says that the proposed SVMA mechanism raises the AD accuracy than the HADA 

mechanism. The SVMA mechanism utilizes the SVM algorithm to separate the anomaly in network and 

firewall logs against cyberattacks efficiently. Furthermore, the SVMA mechanism applies the GA to select 

the best features; hence, it raises the AD accuracy. 

 

 

 
 

Figure 7. AD accuracy based on number of experiments 

 

 

4. CONCLUSION 

Specifically, a Firewall is a significant component of network security, and it can defend the data 

from external and internal attacks. This article presents Support Vector Machine algorithm-based AD in 

Network Logs and Firewall logs. It introduced to incorporate traffic with network logs for noticing 

cyberattacks. The preprocessing concept to filter the unwanted data from the input. This mechanism uses a 

GA algorithm for selecting the feature well. GA algorithm takes minimum time for feature selection, 

enhancing the feature selection precision. The SVM algorithm gives the input of the data; then, it categorizes 

the intrusion efficiently. The experimental results prove that the proposed SVMA mechanism can efficiently 

detect anomaly and increases the precision, accuracy, and recall ratio. The SVMA mechanism presents 99% 

efficiency than a conventional mechanism. This mechanism utilizes in army and fire detection applications. 

In future, we applying artificial intelligence and ML algorithm to improve the security and evades the 

network traffic in the network. 
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