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 Nowadays, intrusion detection systems (IDSs) have growingly come to be 

considered as an important method owing to their possible to expand into a 

key factor, which is crucial for the security of wireless networks. In wireless 

network, when there is a thousand times more traffic, the effectiveness of 

normal IDS to identify hostile network intrusions is decreased by an average 

factor. This is because of the exponential growth in network traffic. This is 

due to the decreased number of possibilities to discover the intrusions. This 

is because there are fewer opportunities to see possible risks. We intend an 

extreme learning machine with deep neural network (DNN) algorithm-based 

intrusion detection in clustering (EIDC) wireless network. The main 

objective of this article is to detect the intrusion efficiently and minimize the 

false alarm rate. This mechanism utilizes the extreme learning machine 

(ELM) with a deep neural network algorithm for optimizing the weights of 

input and hidden node biases to deduce the network output weights. 

Simulation outcomes illustrate that the EIDC mechanism not only assures a 

better accuracy for detection, considerably minimizes an intrusion detection 

time, and shortens the false alarm rate. 
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1. INTRODUCTION 

Because of the enhanced association between nodes, the receptivity of wireless network operation 

areas, and the transition capability, the wireless network is susceptible to intrusions. This results in a 

significant increase in the disclosure of dangers that intimidate the availability of information systems in the 

network system infrastructure [1]. An IDS to observe, identify, and notify about hostile activity [2]. Several 

studies analyze the detection and prevention models; moreover, there needs to be more consistency in the 

opportunistic developments in the models [3]. In addition, the currently used models come with a number of 

restrictions that need to be investigated before any new security models can be developed. IDS stands for 

intelligent data security and is a system that coordinates the operations of hosts and networks. This performs 

an analysis of the packets that are being transported over the network, searches for potentially malicious 

occurrences, and then processes the alert signal [4]. IDS have garnered much attention, and several prominent 

https://creativecommons.org/licenses/by-sa/4.0/
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models have been presented to create an intensive security framework. Within this framework, the function 

of IDS is to examine the fresh difficulties to discover viable ways to solve the concerns in the detection 

models. The various current detection methods in terms of performance, usage of available bandwidth, 

amount of time required for detection, and overloading of processors [5]. 

It is a major issue that may lead to a breach in security and is one of the key causes of security 

breaches since a single instance of intrusion can remove data from a wireless network in seconds or delete it 

totally. Since, intrusion is one of the primary causes of security breaches [6]. An intrusion might potentially 

cause physical damage to a network. In addition, an intrusion may result in massive financial losses and put 

the crucial infrastructure of information technology at risk, which can eventually contribute to an information 

disadvantage in the event of a cyber-conflict. Consequently, both the prevention of intrusions and the 

identification of those that have already occurred are obligatory and essential tasks [7]. 

The accuracy of these many ways for detecting intrusions is still an issue since accuracy is based on 

the detection rate as well as the rate of false alarms. Although there are a range of methods for detecting 

intrusions, the accuracy of these methods still needs to be improved. Finding a solution to the problem of 

accuracy is important in order to reduce the false alarm count and increase the proportion of successful 

detections [8]. The investigation that was carried out was prompted by the notion that was presented here. 

The support vector machine (SVM), random forest (RF), and ELM techniques are all methods that have been 

proven to be effective in their ability to tackle the classification task. Compared to the SVM, RF, and ELM 

mechanisms, the ELM algorithm performs better than other algorithms [9]. 

In order to identify intrusions, an IDS was used, and for this purpose, ML algorithms were utilized. 

Traditional ML algorithms, such as the SVM, the knee-highest neighbor (KNN), and filter-based feature 

selection, often resulted in inaccurate classifications and low levels of precision. The method is the Boruta 

feature selection with grid search random forest (BFSF). The objective of this algorithm is to enhance the 

classifier's performance by using a feature selection approach. BFSF mechanism that formulates a free-from-

noise as well as false forecasting. However, This mechanism increases the training time during arriving new 

attacks [10]. 

It is an IDS's role to notice any acts that might possibly be detrimental. It may refer to a broad group 

of systems, the input of which is a traffic source and the output of which is a classification judgment on 

whether or not a given instance is malicious. Host-based and network-based IDS are two primary 

classifications. IDS that are host-based gather data from the immediate area, but IDS that are network-based 

have access to information on a global scale. Either individual network packets or the whole flow of packets 

may be examined and analyzed in order to determine whether or not a certain action on the network is 

harmful. From the moment they are conceived until the moment they are put into operation, network IDS are 

faced with a challenge in the form of a rise in the count of associated devices and a continual development in 

the methods and strategies that attackers use. This technique separates the risk of malevolent behavior 

depending on ML [11]. 

An enhanced deep belief network (DBN). Traditional neural network training techniques, such as 

Back Propagation (BP), begin training a model with fixed parameters, such as the randomly initialized 

weights and thresholds. This might bring about certain drawbacks, such as drawing the model to the local 

optimum solutions or needing a lengthy training time, but it is still the most common approach. Kernel-based 

extreme learning machine (KELM) that has the capability of supervised learning and will restore the Back 

Propagation method. In light of the issue of inadequate classification operation explicitly often brought on by 

arbitrarily launching kernel parameters with KELM, an improved grey wolf optimizer (EGWO) has been 

developed to optimize the network. A unique optimization approach that combines inner and outer hunting 

has been created to increase the search as well as optimization ability [12]. 

A technique for detecting network intrusion by applying decision tree (DT) double SVM with 

hierarchical clustering. This approach is able to identify a variety of various types of IDS successfully. To 

begin, the hierarchical clustering algorithm is used to build the DT for the network traffic data. The bottom-

up merging method is utilized in order to enhance the disconnection of the upper nodes that, in turn, 

minimizes the error collection that occurs during the building of the DT The intrusion detection model is then 

implemented by embedding twin SVM into the created DT. This model is able to identify the intrusion type 

[13] successfully. The IDS are based on deep learning (DL) and presents an in-depth review as well as a 

categorization of these schemes. It does this by dividing these strategies into categories by the many kinds of 

DL approaches that are used in each of them. It explains how accurate recognition of intrusions may be 

achieved via DL networks in intrusion detection [14]. 

ML-based Network IDS functions on flow characteristics gathered via flow exportation 

mechanisms. These features are used to detect and prevent network intrusions. The ML and DL-based NIDS 

solutions presuppose that flow information is received from all the packets that make up the flow. Even if 

sampling is present, it is possible to conduct a reliable assessment of ML-based NIDSs by analyzing the 
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effect that packet sampling has on the performance and efficiency of these systems. As a result of our 

sampling studies, we discovered that malicious flows of a smaller size (in terms of the number of packets), 

have a higher probability of going undetected even with low sample rates. Following that, using the 

assessment process that had been suggested, we studied the influence that different sampling strategies had 

on the NIDS detection rate as well as the false alarm [15]. 

A network IDS operates on the principle of self-supervised learning and makes it possible to do 

hierarchical detection. The method that has been offered consists of various phases of detection, one of which 

is the early identification of extreme outliers, which, if left unchecked, might do significant harm to the 

system. In addition, it does in-depth reexaminations by using the hidden areas with specialized anomaly 

scores, which ultimately results in high detection accuracy [16]. Unsupervised machine learning methods are 

especially attractive to IDS because of their ability to identify known and undiscovered forms of assaults, in 

addition to zero-day intrusions. An unsupervised anomaly detection approach that detects assaults without 

any previous information by combining sub-space clustering and one class SVM [17]. 

The performance and prediction accuracy of anomaly-based ML-enabled IDS (AML-IDSs) during 

detecting intrusions is much lower than that of DL IDS. Particularly ineffective in detecting intrusions are 

AML-IDS systems that make use of low-complexity models, such as the principal component machine 

approach and the one-class SVM algorithm. Additionally, the differences between the data used for testing 

and the data used for training lead to a progressively greater percentage of false positives, which have low 

rates of false alarms and high levels of predictability. The use of optimization strategies to improve the 

performance of single-learner [18]. 

IDS is established on ML to ensure security. The big data-based hierarchical DL system makes use 

of both behavioral and content aspects in order to get an understanding of the characteristics of network 

traffic as well as data that is carried in the payload. Every DL model part of the BDHDLS focuses all its 

attention and energy on mastering one cluster's particular data distribution. Compared to the systems that 

relied on a single learning model in the past, this method has the potential to have a higher rate of detection 

for intrusive attacks [19]. IDS utilizes a deep learning algorithm for observing critical structures and 

detecting the intrusion sensor node present in the network. However, this mechanism raises the false alarm 

rate [20]. Sample chosen ELM method can store exceptionally huge volumes of training data. As a result, 

they are saved, calculated, and sampled by the servers housed in the cloud. After that, the chosen specimen is 

sent as training material to the hosts of the fog nodes. Although it is a lightweight method, the intrusion 

detection process using it takes a much longer period of time [21]. Deep extreme learning machine (DELM) 

that initially builds the evaluation of safety characteristics, which leads to their importance and then creates 

an adaptive IDS focused on the relevant characteristics. DELM stands for deep learning extreme machine. 

The DELM-based IDS carries out dataset evaluations and analyzes the performance aspects to evaluate the 

system's dependability [22]. 

IDS, which is based on deep learning with ELM, is made up of numerous auto-encoders to extract 

in-depth features from the initial input. Following that, the extracted features are inserted into the ELM at the 

very bottom of the hidden layers using supervised learning in order to recognize the various forms of attacks. 

However, it requires a large amount of time to detect an abnormal node [23]. The network security in 

cyberspace mechanism scope is to examine ML methods for cyber security concentrating on regions for 

example intrusion detections, spam detections, and malware detections on network [24], [25]. The ML 

algorithm utilized to improve the Sports and fitness [26]. It can examine a huge volume of data, find patterns, 

and it improve the performance and training [27]. 

 
 

2. PROPOSED METHOD  

2.1.  Network creation  

The number of wireless nodes installed in the region being monitored and these nodes self-organize 

into a network. The network contains several wireless nodes, base station (BS) and user. The wireless 

network is clustered to make administration processes as simple as possible in order to guarantee the 

network's consistent functioning. The wireless node energy, distance between node and BS, and 

communication ratio parameters decide the cluster head (CH). The CH nodes broadcast the data that they 

have gathered to the BS node via a multi-hop relay, and this data eventually makes its way to the user via the 

Internet. Through the user has the ability to remotely set up or administer the network, as well as perform 

monitoring tasks. Figure 1 explains the architecture of the EIDC mechanism. 

From Figure 1, three components make up the network: a number of sensor nodes that are dispersed 

over the observing region, BS that is spread, and a user. The following are the roles that each component 

plays: i) sensor: this element of the WSN serves as the network's foundation and its primary responsibility is 

to gather the data of every range, process the information that has been gathered, and then send the processed 

data to the higher node. This component contains both usual sensor nodes and CH nodes, ii) BS: combines 
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the data that is supplied by the CH sensor, and next sends it to the user via internet, and iii) user: this node is 

geared toward the end user.  

 

 

 
 

Figure 1. Architecture of EIDC mechanism 

 

 

Utilized to monitor the operational condition, carry out intrusion detection and analysis on the data 

that is forwarded by the BS, and carry out functions that are appropriate to these tasks. In addition, the user 

has the capability of actively transmitting a query request to the wireless network. It has both usual sensor 

nodes and CH nodes within its structure. In order to sense and gather data in the monitoring region, usual 

sensor nodes are used, and CH nodes are utilized to summarize the data supplied by current typical nodes. It 

is responsible for the collection of information. First, all of the data that has been transmitted by the network 

and CH nodes is gathered. After that, the data are combined, and the characteristics of the IDS is derived. 

 

2.2.  Intrusion detection system 

The intrusion detection module is in charge of receiving data information from the BS and assessing 

possible intrusions. Because it is the most important component of an IDS, this module's success is directly 

tied to the precision and timeliness of the data and information analysis it does. For prediction and 

classification of the testing dataset, this module uses the ELM detection method as a classifier. The output of 

the ELM is handling anomaly that is responsible for analyzing the final result and taking the appropriate 

actions in response. 

 

2.2.1. ELM with DNN-based IDS 

This mechanism utilizes an ELM mechanism, and it is a combination of DNN with a hidden layer. It 

is a possibility based on several wireless node attack detection to follow incidents in a wireless network. It 

has been shown that ELM, an example of a single-hidden-layer feed-forward neural network, is beneficial for 

the IDS. 

The ELM is a basic and efficient approach that does not need any training data to perform to its full 

potential. Instead, a least-squares solution is used to generate the output weights, and the weights of the 

hidden layer are initialized with an arbitrary beginning point. While the weights of the hidden layer are 

initialized, they are also given an arbitrary beginning point. ELM may be taught in a very short amount of 

time. This is because the weights of the hidden layer are launched based on an arbitrary value, but the 

weights of the output layer is generated with a solution that is established on the least squares. This leads to 

the observed result. ELM is qualified by a great degree of accuracy. This is since the solution that employs 

least squares guarantees that the output weights are optimized for the data that was trained on. The level of 

background noise that ELM can tolerate is rather high. This is because the initialization of the hidden layer is 

established on arbitrary integers that serve to prevent the wireless network from overfitting the training data. 

The reason for this can be seen in the previous sentence. The ELM is effective in detecting a variety of 

intrusions and it has a greater computing capability, better learning ability, and quicker training speed. This is 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

Intrusion detection in clustering wireless network by applying extreme … (Palaniraj Rajidurai Parvathy) 

891 

because there is no pre-existing feedback error iteration computation. Figure 2 explains the structure of ELM 

with the DNN algorithm. 
 

 

 
 

Figure 2. Structure of ELM with DNN algorithm 

 

 

From Figure 2, d represents the count of input layer nodes, k indicates the count of hidden layer 

nodes, and n denotes the count of output layer nodes. The training samples are γ1; γ2; . . .; γd, and the 

equivalent labels are l1; l2; . . .; lk. ωj depicts the weight vector among the hidden as well as the input layer jth 

node, λ indicates the matrix of weight, λj indicates the weight vector between the j-th node for the hidden 

layer and the input layer, bj represents the bias value of the jth node in the hidden layer. The ELM method 

output and K hidden neurons is conveyed as (1) and the output matrix hidden layer is denoted as (2). 
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Here, ( )jh(x ) T

j j jg b = +  denotes the hidden layer function that is linked to γj. After that, the purpose 

of optimization ELM is specified in (3). Here, R indicates the regularization factor. Furthermore, the 

categorization of the ELM can be conveyed as (4). 
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ELM is adapted by updating the input weights variables and the hidden biases to reach more 

accuracy. This method raises the accuracy. This is used to build the network weights of output. Owing to, it 

is feasible to optimize the weights of input as well as the biases of hidden node. In this mechanism, the data 

is collected may comprise the activity of user, traffic of the network, and logs system. Gathered data from 

traffic can be examined to spot abnormal patterns in that travel, for example, a raise packet count arriving 

from a sender. The system action logs may be analyzed to determine abnormal happenings, for example, a 

quick rise in the count of ineffective efforts to log in. Data on user action may be examined to determine 

abnormal user patterns behaviour, that is an unexpected increase in the amount of items that are being 

transferred. 

The features that are elicited from the data may be applied to depict the data in a method that the 

IDS more promptly realizes. The ports employed by the sender IP address and the receiver IP address sort 

data packets, which are forwarded and remove data from traffic. The hosts of the sender and receiver, the 

occurrence of the time and date, and other applicable data may be recovered from the logs system. The file 

name, and user's name that are admittance, and access time and date may be among the expressions gained 

from the user's activity data. After the model has been "trained" on the extracted features, it may be applied 
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to the data in order to classify it as normal or abnormal. To do this, a comparison will be made between the 

model that has been trained and the new data. When the model discovers an anomaly, it is possible to use it 

to determine whether or not an intrusion has occurred, depending on whether or not the abnormality is 

present. 

 

2.2.2. Intrusion detection procedure 

This mechanism utilizes the EIDC method to categorize the data. Initially, the raw data is treated 

utilizing data processing to create it better approachable. In the following procedure, "training", in which 

EIDC is subjected to normal as well as attack data. In the categorization, the fundamental features 

communicate to the two categories of normal as well as intrusion, while in the event of multi-class 

categorization, the characteristics class communicate to normal as well as several types of attack. This 

mechanism procedure is specified below: 

Assume M arbitrary nodes, K hidden nodes and P denotes the action function. Launched every node 

individual factor vector that comprise parameters of an entire hidden nodes. It contains three functions, such 

as node creation, intersects, and picked-out forwarder node, that are accomplished to generate the vector for 

the new node. This procedure is repeated till the discontinue situation is fulfilled. Build a perfect estimating 

model with better accuracy of testing by altering the type of P and raising the K count increasingly from one. 

Decide the weights of output λ, Yalt, and T. Then, compare existing and proposed mechanism forecasting and 

relate their accurateness. 

 

 

3. EXPERIMENTAL RESULTS  

This study uses the NSL knowledge discovery and data mining (KDD) dataset [28], which is an 

updated version of the original KDD dataset and is acknowledged as a standard in the assessment of 

algorithms for intrusion detection. We dealt with the experiments utilizing the ELM algorithm and the EIDC 

mechanism to evaluate the effect that features on the function of the model [29]. The ELM algorithm 

optimizes the network weights of output and the hidden node parameters. The EILM mechanism has the 

potential to reach a better accuracy. 

Figure 3 explains the amount of time essential to identify an intrusion and the accuracy level reached 

by the BFSF and EIDC mechanisms. From Figure 3, the proposed mechanism has the greatest accuracy 

percentage than the existing EIDC mechanism. The EIDC mechanism reaches 97%, but the existing 

mechanism reaches only 80%. The ELM is effective in detecting a variety of intrusions and it has a greater 

computing capability, better learning ability, and quicker training speed. This is because there is no pre-

existing feedback error iteration computation. Figure 4 explains the detection accuracy comparison among 

BFSF and EIDC mechanisms based on wireless nodes. 

 

 

 
 

Figure 3. Percentage of detection accuracy for BFSF and EIDC mechanisms based on intrusion detection 

time 

 

 

Figure 4 displays that when the wireless node count is raised from 40 to 200, the percentage of 

detection accuracy is reduced. Proposed EIDC mechanism, compared to the baseline BFSF mechanism, the 

EIDC mechanism provides the highest intrusion detection accuracy since it utilizes the ELM with DNN 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

Intrusion detection in clustering wireless network by applying extreme … (Palaniraj Rajidurai Parvathy) 

893 

algorithm to detect the intrusion well. At present, with 200 wireless nodes, the percentage of detection 

accuracy is 97%. However, the existing BFSF mechanism detection ratio is only 65.82%. Since the EIDC 

mechanism improves the scalability performance. Figure 5 explains the False alarm rate for BFSF and EIDC 

mechanisms based on Wireless Nodes between 40 to 200. 

 

 

 
 

Figure 4. Percentage of accuracy for BFSF and EIDC mechanisms based on wireless nodes 

 

 

 
 

Figure 5. False alarm rate for BFSF and EIDC mechanisms based on wireless nodes 

 

 

The EIDC mechanism compares to the BFSF mechanism; the EIDC mechanism's false alarm rate is 

below 0.5% at 200 wireless nodes. It detects the intrusion efficiently by applying ELM with the DNN 

algorithm. However, the existing BFSF mechanism has a higher false alarm rate; that is, the false alarm rate 

percentage value is 1.63% at 200 wireless nodes. The ELM is a basic and efficient approach that does not 

need any training data to perform to its full potential. The ELM is effective in detecting various intrusions 

and minimizes the false alarm rate. 

 

 

4. CONCLUSION 

In wireless networks, intrusion detection is a necessary and significant parameter. This article 

presents an extreme learning machine (ELM) with DNN-based Intrusion detection in a clustering wireless 

network. The introduced method can remove more interpreter characteristics and enhance intrusion detection 

accuracy. Initially, the wireless network is clustered to make administration processes as simple as possible 

in order to guarantee the network's consistent functioning and select the CH based on node ability. This 
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mechanism utilizes an ELM mechanism, a combination of DNN with a hidden layer, which is a possibility 

based wireless node attack detection. Then, we, using the Simulation outcomes, demonstrate that the EIDC 

mechanism enhances the detection accuracy and shortens the time for intrusion detection compared to the 

baseline mechanism. Furthermore, it minimizes the false alarm rate. Yet, the EIDC mechanism using the 

static nodes, in the future, gives the mobility parameter and separates which types of attacks in wireless 

networks. 
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