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 Recognition of traffic signs is a challenging task that can   enhance road 

safety. Deep neural networks have demonstrated remarkable results in 

numerous applications, such as traffic signs recognition. In this paper, we 
propose an innovative and efficient system for recognizing traffic signs, 

based on customized convolutional neural network (CNN) developed 

through hyperparameters optimization. The effectiveness of the proposed 

system is assessed using a novel dataset, the Moroccan traffic signs dataset. 
The results show that the proposed design recognizes traffic signs with an 

accuracy of 0.9898, outperforming several CNN architectures such as 

VGGNet, DensNet, and ResNet. 
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1. INTRODUCTION  

The continual progress in autonomous vehicles (AV) technology lead to substantial enhancements in 

the safety and efficiency of road transportation. One of the most challenges facing AVs is the perceiving the 

landscape and guidance the vehicles in real-world outdoor environments, such as pedestrian detection [1]-[4], 

vehicle environment perception [5]-[7] traffic sign recognition [8]-[10]. One crucial aspect of AV 

functionality is the accurate traffic signs recognition, which plays a crucial role in ensuring safe navigation 

and compliance with traffic regulations. In the context of Morocco, a country with its unique road 

infrastructure and diverse traffic sign designs, developing a robust traffic sign recognition system becomes 

imperative to facilitate the successful integration of AVs its roads. Furthermore, proficient recognition of 

Moroccan traffic signs holds the potential to significantly enhance interaction with surrounding environment, 

empowering AVs to adapt their behavior and make well informed decisions, thereby fostering smoother 

traffic flow and reducing travel times. 

Several studies on traffic signs recognition have been published, primally focusing on traffic signs in 

countries outside of Morocco. However, a limited number of benchmark datasets are publicly accessible 

including the Laboratory for Intelligent and Safe Automobiles (LISA) [11] and widely used German traffic 

signs benchmark [12]. Numerous machine learning methods are employed for the classification of traffic 

signs like support vector machines [13], [14], random forest, decision trees [15], [16], nearest neighbors [17], 

and neural networks [18], [19]. 

In the last decade, progress made in deep learning techniques especially convolutional neural 

network (CNN) has played impressive role in image classification tasks, making them well suited for this 

specific application. Inspired by the exceptional performance of CNN on traffic signs classification. The 
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authors in [20] have used CNN to develop a traffic sign recognition system. They modified the LetNet 

network by reducing the number of layers aiming to decrease network parameters for faster computation, and 

test its adaptability in challenging conditions like weather changes and varied backgrounds. The results show 

significantly high accuracy, outperforming previous studies in this area. Lim et al. [21] proposed an ensemble 

learning deep learning model for traffic sign recognition. They implemented this model using three pre-

trained deep learning models: ResNet50, DenseNet121, and VGG16. The results demonstrated that the 

proposed ensemble learning model outperforms existing traffic sign classification techniques, achieving 

recognition rates of 98.84% on the GTSRB dataset, 98.33% on the Belgium traffic sign dataset, and 94.55% 

on the Chinese traffic sign database. 

This paper aims to introduce a customized CNN architecture to classify traffic Signs in road of 

Morocco. By adjusting CNN’s architecture, we aim to overcame the challenges associated with other 

architectures of CNN such as ResNet, VggNet, and DensNet. The successful implementation of customized 

CNN based traffic sign recognition system can lead to numerous benefits. First, it enhances road safety by 

providing real time identification of various traffic signs, including speed limits, stops signs, and warning signs. 

To address the problem of computational complexity, frequently encountered in well-know CNN 

models especially in massive data, we reduce the number of layers and number of hyper-pametrs. 

Additionally, we augment the dataset and utilizes the dropout technique. By adjusting the manipulated 

parameters, such as stride number, padding, convolution kernel, learning rate was chosen to improve the 

accuracy of the proposed model. For that, we have developed a customized CNN model with a well-designed 

architecture. An overview of this paper is as follows: section 2 presents the proposed approach. Section 3 

shows the results of the proposed model. Finally, paper conclude in section 4. 

 

 

2. METHOD 

In literature, numerous CNN architectures have been developed with powerful capabilities for 

learning road signs [22]-[25]. In this study, we propose a customized CNN to recognize traffic signs in 

Morocco. Figure 1 illustrates the steps of our proposed system. After collecting various Moroccan traffic 

signs, we perform a preprocessing stage involving several operations. After, we apply the data augmentation 

techniques to prevent overfitting. Then, we apply a customized CNN and determine the optimal hyper- 

parameters for our CNN method, based on model’s effectiveness. The following paragraphs detail the steps 

used to define our proposed method: 

 

 

 
 

Figure 1. Proposed system overview 

 

 

2.1.  Data collection 

In this paper, we utilize GTSDB datasets, as its road signs largely match those found in Morocco, 

with a few exceptions like the stop sign. We remove these unwanted images and supplement the dataset with 

images taken from Moroccan road scenes under various weather conditions and lighting. This adaptation 

ensures our database includes images of diverse signs commonly found on Moroccan roads. This Moroccan 

traffic signs dataset contains 35 classes that are categorized in four categories (warning 12 classes, regulatory 

13 classes, obligatory 8 classes and priority 2 classes. Figure 2 shows examples of Moroccan traffic signs 

collected. 
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Figure 2. Examples of Moroccan traffic signs 

 

 

2.2.  Data preprocessing and augmenation 

Preprocessing step important in artificial intelligence algorithms, as it accelerates the training 

process and improves overall performance. It involves preprocessing raw data prior to inputting it into the 

machine learning architecture. We preprocess our dataset, by resizing all images to 35×35 dimensions, and 

converting them in one dimensional format to decrease the computational time required for CNN training. 

Additionally, we observed the limitation of the dataset. To address this, we apply data augmentation 

techniques, such as rotating images, applying Gaussian blur and noise, scaling images, flipping horizontally, 

and cropping images to expand the dataset. To prevent early saturation of non-linear activation, we 

standardize the images to follow the standard normal distribution. 

 

2.3.  CNN overview  

A CNN is a type of deep learning neural network architecture that is well-suited for images and video 

analysis. CNNs are specifically used for image recognition and tasks that involve the processing of data such as 

images. CNNs are composed of three types of layers: the Figure 3 depicts the basic architecture of CNN. 

 

 

 
 

Figure 3. Basic CNN architecture 

 

 

2.3.1. Convolutional layer 

CNNs are composed of multiple layers, with the initial ones typically being convolutional layers. 

Convolution is a mathematical operation that extracts features from input data. In CNNs, this involves 

applying a set of learnable filters to the input data in a sliding window fashion. These filters capture various 

features such as edges, textures, and more complex patterns in the input image. 

 

2.3.2. Pooling layer 

After convolution, pooling layers are often used to down sample the feature maps produced by the 

convolutional layers. Common pooling operations include max-pooling and average pooling. Pooling reduces 

the spatial dimensions of the feature maps, making subsequent layers computationally more efficient and 

helping to retrain the most essential information. 
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2.3.3. Fully connected layer 

At the end of the CNN, there are typically one or more fully connected layers. These layers are 

traditional artificial neural network layers, where each neuron is connected to every neuron in the previous 

and subsequent layers. Fully connected layers combine high-level features extracted from the convolutional 

and pooling layers to make final predictions, commonly used in tasks like image classification. 

After convolutional and fully connected layer, activation functions such as rectified linear unit 

(ReLU) are applied to introduce non-linearity into the network, enabling it to learn complex patterns. CNNs 

are trained through backpropagation and optimization algorithms like gradient decent, allowing the network 

to adjust the weights of its layers to minimize the difference between predicted and actual outputs during 

training. 

There are several well-known CNN architectures that have been developed over the years, each with 

its own unique design and performance characteristics. There are some of the most notable CNN 

architectures such as LeNet-5, AlexNet, VGG, Inception, ResNet and MobileNet. These architectures vary in 

terms of depth, the number of layers, and the arrangement of convolutional and pooling layers. 

CNNs are a type of neural network that are particularly well-suited for image classification tasks. 

Some of the advantages of CNNs for image classification include dimensionality reduction, automatic feature 

extraction, spatial and hierarchical structure, accuracy weight sharing, and computation minimization. 

Overall, CNNs are powerful tool for image classification due to their ability to automatically extract features 

from raw pixel data, reduce dimensionality, and exploit the spatial and hierarchical structure of images. 

 

2.4.  Training dataset with customised CNN 

After completing the data preprocessing step, which includes resizing, augmentation and 

normalization, the data is ready for training and enters the feature extraction stage. The extracted features are 

then flattened to create a one dimensional vector. This feature vector serves as the input for the classifier, 

enabling precise predictions. The final step involved evaluating the model’s performance on validation data. 

We iterated this process with various hyper-parameters until achieving the best results. The CNN model 

consists of three principal types of layers: convolutional layer, fully connected layer, and pooling layer. The 

convolutional layer comprises a set of filters that convolve across the input data to extract features. In (1) 

illustrates the output of convolution for the next layer, where each pixel is calculated. The output of the next 

layer is represented by 𝑛𝑒𝑡 (𝑖, 𝑗), with 𝑥 as the input image, 𝑤 was the matrix of the filter and is the 

convolution operation. 

 

𝑛𝑒𝑡(𝑖, 𝑗) = (𝑥 ∗ 𝑤)[𝑖, 𝑗] = ∑∑𝑥[𝑚, 𝑛]  𝑤[𝑖 − 𝑚, 𝑗 − 𝑛]  (1) 

 
After two convolutional layers, a max-pooling layer follows, which reduces the computational costs 

required for data processing. This is achieved by decreasing the spatial size of the resulting activation maps. 

The mathematical expression of Max-pooling is: 

 

𝑃𝑖 = max ( (𝐼𝑖 )) (2) 

 

The fully connected layer provides the probability for each input data by using the SoftMax function as its 

activation function, the SoftMax function [26] is given by: 

 

𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝑧)𝑖   =   
𝑒𝑧𝑖

∑ 𝑒
𝑧𝑗𝑁

𝑗=1

 (3) 

 
Where: 

- z is the vector of raw outputs from the neural network. 

- The 𝑖 − 𝑡ℎ entry in SoftMax output vector, denoted as 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑧) ,indicates the predicted probability 

that the test input belongs to class i. 

As presented in Table 1, our architecture’s model consists of four convolutional layers with a 3×3 

filter size. Following each convolutional layer, a ReLU activation function is applied to improve non-

linearity. A max-pooling layer with 2×2 is introduced after every two convolutional layers to reduce 

computational complexity and control overfitting. The fully connected layer employs the SoftMax function. 

Dropout is employed to prevent overfitting and reduce training time by randomly removing a certain number 

of weak neurons. All the hyperparameters used in our architecture are detailed in Table 2. 
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Table 1. Customized CNN architecture 
Layer  Output Shape Parameters 

conv2d(Conv2D) (None,35,35,64) 1792 

Activation (None,35,35,64) 0 

conv2d_1(Conv2D) (None,35,35,64) 36928 

activation (None,35,35,64) 0 

max_poolling2d(MaxPooling2D) (None,17,17,64) 0 

conv2d_2(Conv2D) (None,17,17,64) 36928 

activation (None,17,17,64) 0 

conv2d_3(Conv2D) (None,17,17,64) 36928 

activation (None,17,17,64) 0 

max_poolling2d-1(MaxPooling2D) (None,8,8,64) 0 

flatten (Flatten) (None,4096) 0 

Dropout (None,4096) 0 

dense (Dense) (None,250) 1024250 

dense_1(Dense) (None,35) 8785 

 

 

Table 2. Optimal values of the hyperparameters 
Hyperparameter  Value 

Input image 35×35 

Number of filters 64 

Filter size 3×3 

Train/test 80%/20% 

Loss function Categorical Crossentropy 

Optimizer Adam 

Padding same 

Dropout 0.25 

Batch size 32 

Learning rate 0.001 

Number of epochs 20 

 

 

3. RESULTS AND DISCUSSION  

In this paper, we propose a self built CNN architecture for classification of Moroccan traffic signs 

datasets into 35 classes. The customized CNN method consists of these steps:  

- Preprocessing and augmentation: we resize our images into 35×35. After that, we augment the data by 

applying data augmentation techniques including rotation, gaussian blur, gaussian noise, scaling, flipping 

and cropping. Then, we normalized our data. 

- Training the data: before train our data, we split it into train set (80%) and test set (20%). Then, we 

implement our approach with the suitable hyperparameters. 

To evaluate the performance of our proposed method, we compared the results of the customized CNN 

architecture with other architecture of CNN such as ResNet, DensNet, and VGGNet. 

 

3.1.  Evaluation metrics 

We assessed the effectiveness of our proposed CNN approach using a range of metrics, such as 

accuracy, recall, precision, and F1-score. The mathematical notation for each performance metric is shown in 

(4)-(7) respectively. In these equations, “TP” denotes true positive, “TN” represents true negative, “FP” 

signifies false positive, and “FN” indicates false negative. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =    
𝑇𝑃+𝑇𝑁

 𝑇𝑃=𝐹𝑃+𝐹𝑁+𝑇𝑁
        (4) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =       
𝑇𝑃

𝑇𝑃+𝐹𝑃
                          (5) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =   
𝑇𝑁

𝑇𝑁+𝐹𝑃
                                           (6) 

 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =   
2×𝑅𝑒𝑐𝑎𝑙𝑙×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
                 (7) 

 

 

3.2.  Evaluation of proposed system 

The proposed architecture of CNN is trained and tested in our Moroccan traffic signs dataset. At the 

same time, we train and test the different famous architectures such as ResNet50, ResNet101, ResNet34, 

VGG19, VGG16, DensNet121, DensNet69 and DensNet201 to the same dataset. In order to compare the 
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results obtained by the proposed architecture of CNN with the other architectures and demonstrate the good 

performance of the proposed approach. 

Table 3 presents a comparison result of our customized CNN architecture with other architectures of 

CNN such as ResNet, DensNet, and VGGNet. On the same dataset. The proposed CNN architecture has a 

higher accuracy (0.9898), precision (0.9696), recall (0.9685) and f1-score (0.9686) comparing with other 

architectures. It is obvious from this table that our customized architecture provides good and accurate results 

comparing with other architectures, it can be clearly taking this architecture as a suitable architecture of our 

dataset. Reducing overfitting and selecting optimal parameters, our model surpassed other models across the 

majority of metrics values.  

The learning process of our model over the 20 epochs is depicted in Figure 3. The curves illustrate a 

well-fitted model, where both training and testing loss decrease to a point of stability, and a training and 

validation accuracy increase until stability is reached. 

To assess the efficacy of a classification model, machine learning often utilizes confusion matrices. 

In the scenario of traffic sign classification employing customized CNN model, as depicted in Figure 4, the 

confusion matrix proves to be a crucial tool for evaluating our model’s effectiveness. Specifically, for 35 

classes, the confusion matrix is a 35×35 matrix that displays the counts of correctly and incorrectly classified 

instances for each class, as demonstrated in Figure 5. 

 

 

Table 3. Comparison between customized CNN and other architectures of CNN 
Model Accuracy Precision Recall F1-score 

ResNet50 0.9277 0.8409 0.8015 0.8022 

ResNet101 0.8882 0.9205 0.9162 0.9167 

ResNet34 0.9464 0.9660 0.9635 0.9639 

VGG19 0.0622 0.0040 0.0633 0.0075 

VGG16 0.0624 0.0037 0.06127 0.0070 

DensNet121 0.9818 0.9615 0.9580 0.9584 

DensNet169 0.9784 0.9474 0.9437 0.9430 

DensNet201 0.9557 0.9257 0.9131 0.9128 

Customized CNN 0.9898 0.9696 0.9685 0.9686 

 

 

 
 

Figure 4. Plots of accuracy and loss models 

 

 

 
 

Figure 5. Confusion matrix for our model 
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4. CONCLUSION  

Recognition of traffic sign is an essential component of Avs system, as it can significantly reduce 

accidents on roads. Therefore, accurate results are crucial, particularly for real time responsiveness. In this 

work, we have designed a new architecture of CNN to classify traffic signs in Moroccan roads. We propose a 

customized CNN system to address the problem of computational complexity encountered in well-CNN 

architectures by reducing number of layers. Additionally, we use the data augmentation and dropout 

techniques to avoid the overfitting. Then, we choose the optimal parameters to improve the accuracy of the 

model. The results demonstrated an accuracy of 0.9898 validating the effectiveness of the model. 

Furthermore, a comparative study highlighted the superiority of our approach over CNN architectures such as 

ResNet, VGGNet, and DensNet. In our future work, we aim to extend our work to detect the Moroccan 

traffic signs using Yolo, faster R-CNN and transformers vision techniques to develop our recognition traffic 

signs system in roads of Morocco. 
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